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Object-Based Selection Within an
Analog VLSI Visual Attention System

Tonia G. Morris, Timothy K. Horiuchi, and Stephen P. DeWeerth

Abstract—An object-based analog very large-scale integration systems. Previous implementations based upon this framework
(VLSI) model of selective attentional processing has been im- have included pixel-based processing arrays that perform a

giﬁg‘nednstegré‘\ig‘l?sawztri”girdm%'géﬂ;gcgiilig;%i/e_rsnsé;g;ssecdhiFs’e_winner-take-alI computation with excitatory and inhibitory
lection and scanning mechanism to incorporate the ability to feedback [2], [3]. The input to the winner-take-all computation

group pixels into objects. This grouping, or segmentation, couples iS an array of values that represent levels of interest across

the circuitry of the object's pixels to act as a single, larger the visual field. These levels of interest, or saliency values
pixel. The grouping of pixels is dynamic, driven solely by the [4] are task-dependent and can be computed by combining
segmentation criterion at the input. In this demonstration Circuit, gy era) feature measures such as spatial derivatives, temporal
image intensity has been chosen for the input saliency map and L . . . - -
the segmentation is based on spatial low-pass filtering followed derivatives, motion, and orientation selectivity. The winner-
by an intensity threshold. We present experimental results from a take-all computation selects a single region of interest that
one-dimensional implementation of the object-based analog VLSI defines the spotlight of attention for further processing, thus
selective-attention system. enabling the visual processing system to perform complex
Index Terms—Focal-plane processing, neuromorphic analog processing on only a small region of the visual field. The
VLSI, object segmentation, subthreshold circuits, visual attention, excitatory feedback provides a mechanism for hysteresis, or
winner-take-all. persistence, in the selection. The inhibitory feedback induces
shifts of attention even when the input levels do not change

|. INTRODUCTION (i.e., the visual scene is static.)

. . . From a computational perspective, it is desirable for the

PRIMARY obstacle to solving visual processing prob- omp persp ! . . i
. S . 2 ™. "“selected region to correspond to various object sizes within the
lems in real time is the vast amount of information in &. . : : . ;
visual field. Since the visual scene is constructed from objects,

given scene. To fully process 6}” parts of an image in parall%llhd not single points, the selective-attention processing should
a large amount of processing circuitry and wiring is needed. In

: : ) . : rform an object-based computation, as opposed to a pixel-
both engineering and biological systems, such computationa : . . .
X . based computation. This necessary shift to object-based pro-
resources are rarely available and are costly in terms ©

power, space, and reliability. Most tasks performed by visusEssing has motivated the circuits we present in this paper. Our

. - . I;ereviously published selective-attention circuits performed all
processing systems do not require information from all parts

of the visual field, however, and thus much of the informatioOpermIOns within a pixel-based processing paradigm [2], [3].

processing problem can be handled by subdividing the ima\we have now extended the computations of the selective-

8 ention framework such that the processing can be performed

data in both space and time. Biological vision systems ser i f pixels. To identifv th "
as excellent examples of this type of processing strategy. o cONtiguous groups ot pxels. 10 1den iy these con 'gu-
Qus groups of pixels within the visual field, a segmentation

varying density of photoreceptors on the retina is one simp tation | for distinquishi biects f
example of how some biological systems strategically focg@Mmputation 1S necessary for distinguishing objects from one

ﬁgother and from the background. The circuits we present in

their processing resources while maintaining coverage of t d4d th di hift to obiect-based
full scene. Selective visual attention is another example whéF%S paper address the hecessary paradigm shift o object-base
gcessing within selective-attention analog very large-scale

extensive processing is performed on subregions of an imefgr i . oo
Integration (VLSI) systems. In addition, we present circuits

[1]. S
We have developed a system framework for selective é?_rLseglme_ntlr;gblma(?es on th? fogal plane. | 4 in th
tention processing in analog CMOS focal-plane processing ocal pixel-based processing 1S commonly used in t €

focal-plane processing arrays that have been developed in
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Fig. 1. Description of the object-based selection system architecture and operation. A single processing element (pixel) is shown in (a).dreadhput t
computation is an analog current. The computations include normalization, filtering, thresholding, segmentation, and object-based seleutivicattm

to the nearest neighboring elements is necessary for the spatial low-pass filtering, the segmentation, and the object-based selection. ufpet digital o
the thresholding operation is used to control the communication (dynamic wires) for the segmentation and object-based selection operafiectsofThe ef
each stage of processing on a hypothetical one-dimensional array of inputs is shown in (b).

Dynamic Wires
Controlled by Object-Based
Threshold fwta,n Sellection
Output

can be applied to selective-attention processing circuits. TRgnormalization; 3) spatial low-pass filtering; 4) thresholding;
circuits we present utilize these dynamic wires in a unique w&y segmentation-based filtering; and 6) object-based selection.
to implement variable-granularity selection processing circuit§he photocurrents are normalized using a linear normalization
Section Il describes the system that was implemented dwcuit and then passed through a spatial low-pass filter. The
test the object-based selective attention circuits. Section lidw-pass filter is used to suppress outliers in the input and
describes the circuits that perform the segmentation and objestaphasize larger contiguous regions. After filtering, the signal
based selection. Section 1V describes the performance of theseompared against a globally set threshold, above which
circuits with the presentation of experimental results. pixels qualify as object pixels. The thresholded output is
binary and is passed to subsequent stages of processing to
control the dynamic connections to neighboring processing
Il. SYSTEM ARCHITECTURE elements. The segmentation-based filtering uses these dynamic

The design of analog systems demonstrates many advé@onections to determine the peak current within each object
tages over digital systems in terms of power consumption affid replicate that current value in every pixel within the object,
silicon area. One of the biggest disadvantages, however, is thes defining an object-based saliency measure. In the final
complexity of the design and testing. The implementation wiage of processing, the object-based selection circuit also
present focuses on the circuit-level issues by including onlytges dynamic connections to neighboring processing elements.
few processing elements, which facilitates circuit characterizabe dynamic connections couple specific nodes in the pixel-
tion. The design of each processing element is such that it dsed selection circuits such that the collection of processing
be incorporated into a large two-dimensional array [13]. Telements included in an object acts as a single selection
concentrate on the lower-level issues, the system we disc@&gcessing element. In this way, all of the pixels within an
in this paper is a one-dimensional array of 20 object-baseBject act together and compete as a single unit.
selective-attention processing elements. The input to the array
of processing elements represents the saliency map, which is
a scalar encoding of interest values across the visual field. In
the implementation presented here, we use intensity levels tacach processing element contains analog, current-mode,
signify saliency. Other features used in previous work haweibthreshold circuits that perform the object-based attentive
included spatial and temporal derivatives [14]. selection processing. We partitioned the functions of the pro-

A diagram demonstrating the organization of the processiogssing elements into three circuits: 1) the normalization,
elements and the function of each processing stage is showfiliering, and thresholding circuit; 2) the segmentation-based
Fig. 1. These processing stages include: 1) phototransductifitering circuit; and 3) the object-based selection circuit. The

I1l. CIRcUIT DESCRIPTIONS
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Vies filtering. TransistotMg implements the lateral resistance of the
1 resistive network. The resistive network can best be described
_/ll D ha ol ///L.

according to its response to a single input current within the
array, also known as its point-spread function (PSF). The PSF
for this current-mode resistive network is approximated as

Mg
M; M, M;H |D_

My
Ilpf,n = Ilpf,ng C—|n—n0|/L (3)
!
heesh Iptn . .. . .
M, l——'ll: M, | I Vinresh yvhereL is the character|st|c Igngth for the spatial filter &r@d_ .
Iohoto,n ) is the location of the single input current. The characteristic
form.n length of the filter is controlled by the value of the gate voltage

, " Vzes ON transistotMg. We can approximate this relationship in
! Ven - a closed-form solution by making an assumption that the gate

efficiency factor for the p-type MOSFET's is close to one. The
assumption is not very accurate, but allows us to gain intuition
as to how the different voltages control the characteristic length

Fig. 2. Normalization, filtering, and thresholding circuit. The linear normalof the filter.
ization computation is performed through the combination of iig¢ and

Vnorm_{ l Inorm_sum

M, transistors and a global current set by the valué’of,..,. The filtering l —In <I&denanS/VT + 1) (4)

is implemented by a current-mode resistive network composed of transistors L 0

M35 and Ms. A high-gain stage is used to compare the output of the filter to "

a constant threshold value, which is controlled by Hg.sh voltage. (We have distinguished the leakage currents and gate effi-

ciency factors for the p-type and n-type transistors by adding
descriptions for each of these circuits assumes the followingother level of subscripting.) As is demonstrated by the
model of the subthreshold current—voltage relationship for thelationship in (4), an increase in tHé.. value causes an
MOSFET devices operating in saturation increase in the characteristic lengthof the filter. The peak

I, = TgeVev=Van)/7 (1) value of the PS_F can also be approximated by using the same
set of assumptions
14 is the drain current], is the leakage current/y, and I
V., are the gate and source voltages referenced to the bulk Liptne = 5T, e . (5)
potential,x is the gate efficiency factor, arid: is the thermal 1+ —2etnVies—Vaa/Vr
voltage. The transistors in these circuits were all implemented Io,

with W /L aspect ratios of one, with the channel lengths equal As is evident from this relation, an increase in #ig, value
to 6 um. We used larger gate lengths than the minimum faauses the peak output for the PSF to decrease.

the process to avoid appreciable channel-length modulationfwo copies of the low-pass-filtered output currefs ,,
effects. Thus, channel-length modulation is not included bBre mirrored via transistord/; and M,. Transistor M is

the equations for analysis. combined withMg to create a high-gain comparator stage for
the thresholding operation. The threshold valyg... is set by
A. Normalization, Filtering, and Thresholding the global voltageéVii.esn,. The second copy of the low-pass-

The circuit used for the normalization, filtering, and thresHitered output currenty,, . and the binary threshold output
olding is shown in Fig. 2. The phototransistor current serves $lt2g&Viin,» are sent as inputs to the next stage of processing.
the input to the normalization computation. The normalizatiof® combination of filtering and thresholding directly affects

is necessary to ensure that later stages of processing recHifeSPatial extent and peak saliency of the objects. An increase
current levels within a set range of subthreshold value§. the characteristic _Iength for the resistive network increases
TransistorsM; and M, within each pixel are used to computdN€ extent of the point-spread function of the low-pass filter,
the normalized value [16]. A single transistor on the eriuS €émphasizing objects of larger spatial extent. _
of the array sets the sum of the normalized output currents! Nere are many circuit nonidealities that can cause vari-

Inorm_oum Via the bias voltag&..... The relationship between ations among the processing elements. Mismatch inithe
the photocurrents and the normalized currents is and x values within the normalization transistors could cause

. inputs to switch their ordering in terms of relative magnitudes.
Tnorm_sum = anorm,n = prhoto,n xe VT (2) The thresholding circuit can also cause slightly unpredictable
n n behavior due to mismatches in the locally generated threshold
V... is the voltage at the common node in the normalizaticzurrent; one possible outcome could be the segmentation of
circuit, which is the source node for all the parallel outpuan object into two objects. The low-pass filtering alleviates
transistors. The voltage on this node is set such that theth of these problems by ensuring that single pixel values
normalization criteria of having a constant sum of outpuwtithin an object do not vary significantly from one location
currents is met. The equation represents the ideal case wherghe next. The finite gain of the thresholding stage can
Iy and « for the transistor pairs are perfectly matched. impact subsequent stages of processing by failing to produce
The output currents of the normalization feed into a currerd-strong binary output signal. These effects will be discussed
mode resistive network [8] that performs the spatial low-pags Sections 11I-B and 1lI-C.
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by the M3 transistors. The input transistor at the peak input

ot My My location within each object operates in the saturation region,
L while all other input transistors are pushed into the ohmic
M obL.n region. Thus,V. encodes the maximum input current, which
My is regenerated by transistdds at each pixel. For the case
Vhin,n Voin,n when the pixel is not part of an object (i.e., below threshold),
_//_JJ; ;l—L//L the original input current is replicated at the output. The single
M, M 1 v M, . . .
4 3 5 winner-take-all element operates as a simple current mirror.

My, The vyinner-take_—all co_mputation_is highly nonlinear. T_hus_,

small mismatches in the input transistors can cause the winning
location to become unpredictable when two input currents
Fig. 3. Segmentation-based filtering circuit. Switches for the dynamic wirgre very close in value. Due to the duplication of the peak

are implemented by thé{, and M5 transistors. The winner-take-all circuit value to all locations within the object these mismatches are
is used to compute the maximum value among the saliency value inputs in !

the object. The communication (dynamic wires) of the global winner-take-430t critical. They would only cause a small difference in
common line is controlled by the output of the thresholding circuit. Ththe assignment of the object’'s saliency value. A nonbinary

maximum value is duplicated at every pixel within the object. threshold output at any pixel’s location within an object could
. o also cause a small change in the circuit's intended mode of
B. Segmentation-Based Filtering operation. If the dynamic wires begin to have a significant

The segmentation-based filtering implemented in this sy¢dltage drop across the switches, the winner-take-all begins to
tem detects the peak input value within each object a@@erate as alocal winner-take-all circuit [17]. The effect is that
replicates that value as the output of all the pixels. In thf§eé common node would no longer encode the same current
way, a Sing|e value (the object’s peak Va|ue) is Speciﬁed By all piXG|S in the object; however, the input to the selection
the object’s saliency value. All pixels below the threshol@ircuit averages these values, thus minimizing the effect.
are isolated from their neighbors and operate as single-pixel
objects. These single-pixel objects simply pass their input
values as their output values. The use of a peak value as the
object’s saliency value is only one of several options. FurtherThe basic winner-take-all circuit [17] used to compute the
discussion of the merits of various object saliency measunesak-saliency in the segmentation-based filtering circuit is the
can be found in [15]. same compact circuit that we use in the object-based selection

The circuit used to implement the peak-detectioaircuit. In contrast to the previous circuit, the dynamic wires
segmentation-based filtering is shown in Fig. 3. In thiare not used to isolate clusters of parallel winner-take-all com-
circuit the binary threshold output voltadé,, ., is used to putations. For the object-based selection, the dynamic wires
couple nodes of the pixel's circuit to the corresponding nodese instead used to “grow” each winner-take-all element to the
of its neighboring pixel’s circuit. If a given pixel is part of ansize of the object. The winner-take-all selection encompasses
object (i.e., its filtered input exceeds the threshold describtt full extent of the array, but the number of winner-take-all
in Section 1lI-A), the node couples with its neighbors omlements changes according to the number of objects.
either side only if each of the neighbors is also part of an The object-based selection circuit is shown in Fig. 4. The
object. This adaptively controlled coupling is an example dfansistors}; and A/; compose the winner-take-all stage for
the dynamic wires approach [12]. The coupling is performeaisingle pixel. When the binary segmentation volt&gg ,. is
by the transistordl/, and A, each of which performs one high, the switches implemented Bys; and M, close, creating
half of the logicalAND operation with its neighbor pixel to a connection to neighboring pixels at the input node. The
make a composite switch. When th@D condition is true, effective shorting of this node to its neighbors causes the
both transistors conduct and the dynamic wire is formed. input transistors\/; of each pixel to be connected in parallel.

The winner-take-all subcircuit (transistat$, andMs) [17] Thus, the input transistors within an object operate as a single
detects the peak input current among the object’s pixels \transistor with a larger aspect ratio. The same result occurs
the communication along the effectiié. node within each with the output transistors of the winner-take-alf;. For an
object. Only those winner-take-all elements that share the saafgect N pixels wide, N input currents are summed at the
common node compete against one another to determine ¢benmon input node and passed through Ahwinner-take-all
peak value. The bias current for the winner-take-all (generatiegut transistors in parallel. Thus, the input values are averaged
by M3) must be included in each processing element due awer the extent of each object. In this case, the average value is
the dynamic nature of the connections. The input transigtor the peak saliency of that object since allinputs have been
for all elements in the object shares the same gate voltage set to the peak saliency. The output current going through
aside from any voltage drops across the switches. The feedbaakh of the individuald/; transistors of a winning object is
via the M, transistor sets th&, value and the gate voltagesequal to the bias current divided by the number of pixels in
for the M, transistors such that all input currents within théhe selected object.
object are matched by the currents through their respectiveThe mismatch among the input transistors of the winner-
input transistors. The sum of the output currents going throutgke-all are averaged for large objects due to the parallel
the M, transistors must also equal the bias currents sourogambination of these input transistors. Nonbinary threshold

Object-Based Selection
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Iobj,n

the threshold voltag®},,...;, constant. The normalization was
also constant withV,..,, set to 0.943 V. Each value of
Vies Causes a different space constant in the exponentially

Vb‘l" y V"_‘”L'” decaying impulse response. The measured currents from the
pT T n =~ normalization and filtering circuit for all four values &f.,
.M h Ma are shown in Fig. 5. The solid curves indicate the interpolation

of the measured values across the array. For comparison to
later stages of processing, the threshold value used in this
experiment is indicated by the horizontal dashed line, and

Fig. 4. Object-based selection circuit. Switches for the dynamic wires heoretical ex ion of th k-salien mentation
implemented by thells and M, transistors. The dynamic wires are use e theoretical expectation of the peak-saliency segmentatio

here to create a different effect from that of the segmentation-based filteri Bering is indicated by the dotted line. The first value of
circuit. The input and output transistors are actually connected in paralle].; is 0.00 V [Fig. 5(a)]. Thus, the spreading is turned off

with the corresponding transistors in neighboring elements, creating one Iar%vf.fd the output of the filter is the same as the output of the
effective input transistor and one larger effective output transistor. Thus, the

group of winner-take-all processing elements within the same object actsr@rmalization- To produce significant spreading through the
a single processing element. resistive network, the value df,. had to be set to values

greater thanV,,. The need for such high voltages is due to

outputs at any location in the object could cause a variation e fact that the subthreshold_ input currents cause the source
the output current at that location. These outputs are typical§tages of the lateral transistors to be close Vg the
aggregated within a position-encoding circuit [2], [11], thugate voltage must be much higher than the source voltage to
minimizing the effect of variation across the object. w@Vercome the backgate effect, as modeled:tp (1). When
originally had some concerns about increasing time constafitss 1S Set t0 5.50 V [Fig. 5(b)], the amount of spreading in
for the object-based winner-take-all circuit, but we have nB?e c_urrent—mode resistive network increases, and smoothing
observed any such adverse effects during our experimergs€vident by the lower peak current values. The low-pass
While the capacitance on the coupled input node of the winndftering effect is further enhanced with increased values of
take-all increases linearly with the size of the object, the totfes: @ shown in Fig. 5(c) and (d). Whe.; is set to 5.70
input current also increases. The bias current should be seVtdFig- 5(d)], the spreading is so extensive that the currents
a reasonably high value (compared to subthreshold currenR§tween the two peaks rise considerably.

in order to satisfy the stability criteria for the winner-take-all 1h€ Segmentation outputs were measured for each of the
circuit [17]. four low-pass filtered examples. The threshold value was

constant; the value dfi,..s1, Was set to 0.707 V, which caused
Tiresn t0 be 14 nA. The measured peak-saliency currents are
] ] ) shown in Fig. 6. The individual data points are the measured
The chip was implemented in a 2:0n CMOS process yg|yes, and the solid curves are the theoretical expectations
through the MOSIS silicon brokerage service. The size g{a¢ were indicated in Fig. 5. The plots shown in Fig. 6(a)—(d)
the chip was 2.25 m The system included 20 processing.orrespond to thé/,.. settings of 0.00, 5.50, 5.60, and 5.70
elements within a one-dimensional array along the width of \when no spreadihg occurs, withi.. = 0.00 V, the output
the chip. The parasitic vertical bipolar phototransistors Wegg the segmentation-based filtering“ reveals two objects that
extended the remaining height of the chip in order to avojth e saliency values above the threshold value. The results
any alignment issues with the optical testing setup. By UsiRg the thresholding operation are evident by the duplication
an on-chip decodgr and sevgral addlt!onal control voltages, Weihe peak value at each position within an object. The poor
were able to multiplex each intermediate current value off thgasching characteristics of the current mirrors are revealed by
chip for measurement. the difference in value from one pixel to the next. Ideally, these
We present two experiments to demonstrate system perfLy a5 would be constant over a single object. The offsets are
mance under different conditions. For each of the experimenig o nanie, however, because of the averaging effect that takes
a static input image was used to determine the processmgce at the input of the selection circuit. Whe. = 5.50
performance under Wel!—defined cor?ditions. The input signa\lp[Fig. 6(b)], the output of the segmentation-based filtering
were the result of imaging two LED's onto the photodetectQfomgnstrates little change from the previous plot in Fig. 6(a).
array. Output measurements were taken of the low-pass filt¢fe ¢ \yrrent levels again show the presence of two objects
ing and normalization, the segmentation-based filtering, agg,, e threshold. A slight difference in the value of the current
the object-based selection. Thg, voltage was set t0 5.0 V 54 yosition 18 demonstrates a limitation in the thresholding
for all testing. According to the MOSIS parametric test reSU|tEaused by finite gain. As the increased spreading changes the

the threshold voltages for the NMOS and PMOS devices Wefg, s to the segmentation computation, the extents of the
0.78 and—0.94 V, respectively, for this fabrication run. objects increase, as shown in Fig. 6(c) fdt. = 5.60 V

When the spreading increases even furthetfgr = 5.70 V,

most of the current levels surpass the threshold and the two
In the first experiment we looked at the effects of low-passbjects merge into one, as shown in Fig. 6(d).

filtering on the segmentation and the winner-take-all selection.Measurements of the winner-take-all output currents for

We set the value oV, to four different values while keeping each of these four examples reflect the ability of the selection

4,
/ M T 7+
oL b i Ve

IV. EXPERIMENTAL RESULTS

A. Experiment One
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Fig. 5. Experimental results showing the performance of the filtering and normalization circuit. The exponential spreading of the filter's ingtidse fu

is increased by increasing the valueldt;. The plots shown in (a)-(d) demonstrate how the filtered, normalized current distribution change®whisn

set to 0.00, 5.50, 5.60, and 5.70 V. The threshold value for the segmentation is indicated by the constant horizontal line at 14 nA. The expected output o
the peak-saliency computation, based on the 14-nA threshold, is also indicated by a dotted line in each graph.
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Fig. 6. Experimental results showing the performance of the segmentation-based filtering circuit. The peak-saliency values for four diffedenpfilte
distributions are shown in (a)-(d). The filtered, normalized currents are those that resultVinheis set to 0.00, 5.50, 5.60, and 5.70 V, as shown

in Fig. 5. The measured data from the segmentation-based filtering circuit is indicated by the individual data points. The expected peak-s&éency val
that were indicated in Fig. 5 are repeated here as the solid curves.

circuit to change its effective processors according to the extaalid curve. The theoretical curve was calculated by dividing
of the input objects. The total output current of the winnethe total winner-take-all bias current by the number of pixels in
take-all circuit was set to 114 nA, with}, = 0.802 V. The the selected object. The measurements shown in Fig. 7(a) and
output of the winner-take-all is shown for each setting/f (b) are essentially identical. The segmentation-based filtering
in Fig. 7. The measured values are indicated by the individualitput for the object with the highest peak value is the same for
data points, and the theoretical expectation is indicated by theth trials, as was shown in Fig. 6(a) and (b). The level of the
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different input distributions. The segmentation currents shown in Fig. 6 were the inputs to the selection circuit. The spatial extent of thelgetgcted
determines the spatial extent of the winner-take-all output currents. The current levels are inversely proportional to the size of the objemsuiiéte me

values are indicated by the individual data points. The theoretical expectation was calculated by dividing the total winner-take-all biag thereatriber
of pixels included in the object. These values are indicated by the solid curve.

output currents in Fig. 7(a) and (b) is between 25 and 30 nAgrmalized input values near the threshold value were not large
which indicates that the total winner-take-all current is beingnough to overcome the noise introduced by the mismatch of
distributed across an area of four pixels. The output for thiee transistors. Thus, the output of the thresholding is low
case whernv,.s = 5.60 V is shown in Fig. 7(c). The averageat position 12 [Fig. 8(b)] before it goes low at position 11
output current is between 15 and 20 nA, indicating that tjEig. 8(c)], even though the actual values have the opposite
total winner-take-all current is distributed among six pixelorder and differ by about 1 nA.

For the case when the segmentation output results in a single

object for Vs = 5.70 V, the winner-take-all output changes

accordingly, as shown in Fig. 7(d). Again, the smaller nonzero V. CONCLUSIONS
output values of the winner-take-all circuit indicate the larger \we nave presented analog VLSI circuits that implement
area of the selected object. object-based processing for selective-attention. The segmen-

tation of objects within an image is a critical preprocessing
. stage for object-based selection. The initial implementation
B. Experiment Two presented in this paper performs the segmentation with a
In the second experiment we measured the output of tfikering and thresholding computation. The combination of
segmentation-based filtering stage when different values fifering and thresholding allows some flexibility for empha-
the threshold voltagd’,...;, were used. The results of thissizing particular object characteristics in the selective-attention
experiment are shown in Fig. 8. The low-pass filtered input tmmpetition. The thresholding output is used to segment the
the segmentation processing was the same as that showimage into objects. The segmentation is first used to find
Fig. 5(d). The first setting of the threshold voltadé,..., = the peak saliency within each object and later used to define
0.71 V, is the same value used in the previous experimenhe granularity of the selection operation. The implementation
Thus, the output of the peak-saliency computation shown demonstrates an elegant method of modeling the dynamic size
Fig. 8(a) is the same as that shown in Fig. 6(d). The threshatithe attentional spotlight. The circuits are scalable and do not
value was increased to 0.72 V [Fig. 8(b)], 0.73 V [Fig. 8(c)Jrequire a large number of transistors beyond that of the initial
and 0.74 V [Fig. 8(d)]. In each case the number of pixels abopéel-based selective-attention system. While nonidealities in
the threshold value decreased, thus causing a decrease irthbefabrication of these circuits will cause some signals to
spatial extent of the objects. The mismatch of the transistatsgrade, all of the described effects can be referred back to
in the high-gain stage used for the thresholding limited thbe input as noise and do not cause the system to fail.
accuracy when predicting the output of the segmentation-based’he segmentation- and object-based selection circuits have
filtering. When the threshold value was low, such as in theeen tested with object-based excitatory and inhibitory feed-
cases shown in Fig. 8(a) and (b), the differences between thack, which incorporates the remaining components of the
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Fig. 8. Experimental results showing the performance of the segmentation-based filtering circuit when the threshold level changes. The input to the
segmentation-based filtering stage is the array of inputs that was shown in Fig. 5(d). The Vilie 9f was changed from its original value of (a) 0.71 V to
(b) 0.72V, (c) 0.73 V, and (d) 0.74 V. The extent of the segmented objects is demonstrated by the number of pixels that have similar peak-saliealcyesutput

selective-attention framework. The entire object-based syst@rp| S.-C. Liu and J. Harris, “Dynamic wires: An analog VLSI model for

demonstrates the expected behavior, thus successfully imple- ggilecg’gsigggmcessmg'm- J. Comput. Visionvol. 8, no. 3, pp.

menting a selective-attention system \_Nith a dyr_lamic Sp0t|igh§] T. G. Morris, C. S. Wilson, and S. P. DeWeerth, “An analog VLSI focal-
size. All of these features for selective-attention processing plane processing array that performs object-based attentive selection,”

; ; ; ; ; in Proc. 40th Midwest Symp. Circuits and Syst . 1997.
have been mtegrated together in a two-dimensional Chlp ( ﬁ] T. K. Horiuchi, T. G. Mgrris, C. Koch, and )é %@ngeWeerth, “Analog

x 24 array of elements) that is currently undergoing extensive " v s circuits for attention-based visual tracking,” M. C. Mozer, M. I.
testing to determine the limits of operation for these analog Jordan, and T. Petsche, Edsdvances in Neural Information Processing

; He i ; Systems Cambridge, MA: MIT Press, vol. 9, pp. 706-712, 1997.
circuits in Iarger two-dimensional arrays [13]' [15] C. S. Wilson, T. G. Morris, and S. P. DeWeerth, “Segmentation coding
for object-based attentive selection systems,Pmc. IEEE Int. Symp.

Circuits and SystemaVay 1998.
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