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Why Investigate This?
• Aging

- subcortical fast EEG responses:     younger > older

- cortical slow MEG/EEG responses: older > younger

- cortical fast MEG?

• How much of EEG FFR is actually cortical?
- effects of attention, language, etc.

• Contributions to responses from stimulus 
carrier vs envelope
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Frequency Following 
Response (FFR)

best observed in a single-channel grand average by selecting
sensors that are most highly correlated with a high-pass-filtered
EEG data, as opposed to selecting those sensors which most
highly correlate with the time course of the EEG (Fig. 1).

Region of interest spectra from distributed source modelling.
To separate the contributions of subcortical and potential cortical
FFR sources, we used minimum-norm estimate (MNE) modelling
of head tissues based on individual anatomy. Data from bilateral
pairs of auditory system region of interests (ROIs; AC; medial
geniculate nucleus, MGB; inferior colliculus, IC; and cochlear
nucleus, CN), plus two control ROIs not expected to show
auditory responses (frontal pole and occipital pole) were extrac-
ted, and their power spectrum density computed. This analysis
showed a strong peak at f0 from the AC ROI that was
significantly greater than residual signal observed in control
regions; this was also the case for all the subcortical auditory ROIs
(Wilcoxon-matched pairs test, Z¼ " 3.92, *Po0.001 for each;
Fig. 2). The magnitude of these latter components is similar to
that of the cortical sources, indicating that MEG is sensitive both
to deep and superficial sources. These results were not strongly
sensitive to the MNE depth-weighting parameter, and all
parameter values lead to f0 peaks that were significantly above
baseline levels (Wilcoxon signed-rank test, Z¼ " 3.92,
*Po0.0001 for each comparison).

Comparison of forward projection of the AC signal with data.
The expected distribution of information from each left–right
pair of auditory system ROIs as revealed using forward projection
through the MEG head model is illustrated in Fig. 3a; these are
used as ROI topography templates in the following analysis, and
can also be used to compare the relative strengths of each ROI’s
contribution to and correlation with the recorded data. The result
showed the strongest response from AC, followed by the CN,
medial geniculate and IC (Supplementary Fig. 6a,b).

Model-free comparison of FFR and known AC MEG topography.
To obtain an estimate of cortical involvement that was free from
modelling assumptions, we identified the first large peak of the
evoked response field (ERF) in a separate long inter-stimlus
interval data set (P1; B74 ms; Fig. 3c), which is of known cortical
origin45. We then compared the distribution of f0 signal across
sensors during the FFR (30–130 ms post stimulus onset); with
that of the ERF signal. The two bore a striking resemblance
(Fig. 3b,c) and were significantly correlated in all subjects (mean
r¼ 0.50, s.d.¼ 0.24), supporting the existence of a cortical
contribution to the FFR.

Respective timings of cortical and subcortical contributions.
To confirm that the cortical component showed a physiologically
plausible delay with respect to components from earlier struc-
tures, we calculated for each of the four pairs of ROIs the root
mean square (r.m.s.) levels of time courses of coefficient estimates
over successive windows (see Methods for details), using the ROI
topography templates as linear regressors. Coefficient estimate
time courses can be interpreted as the ability of each ROI to
explain the observed signal over time (Fig. 4). The explanatory
power of the CN increased over the first two windows (0–12 ms,
12–24 ms post stimulus onset), but further increases were not
distinguishable from chance (see Table 1 for statistics). Similarly,
the IC increased significantly over the first two windows, and not
thereafter. The MGB increased significantly up to and including
the third window (24–36 ms). The AC increased significantly up
to and including the fourth window (36–48 ms) before plateauing.
These statistics suggest that the respective onsets of contribution
from each structure to the scalp signal are spread out over time, in
an order corresponding to physiological expectations.

The explanatory power of the ROI (coefficient estimates)
fluctuates over time, with maximum values at time points that
represent the FFR peaks and zero values at FFR nodes, when the
ROI templates do not describe the signal. If sources cannot be
separated, the maximum cross-correlation between the two time
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Figure 1 | Audio trace, EEG–ABR and single-channel MEG–ABR grand averages. A single MEG channel was selected by maximum correlation with the
EEG channel. (a) Time course of speech stimulus (syllable: /da/) and EEG/MEG responses, showing that the onset response and the FFR commonly
studied with EEG are preserved in the single-channel MEG–ABR. The prestimulus baseline (" 50 to 0 ms) and the frequency-following response (FFR)
periods (30 to 130 ms) are marked in grey and blue, respectively, for the EEG and MEG responses. (b) Corresponding spectra of the periodic portion of the
audio signal and the FFR of the responses are shown in blue. Baseline spectra are in grey (n¼ 20).
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best observed in a single-channel grand average by selecting
sensors that are most highly correlated with a high-pass-filtered
EEG data, as opposed to selecting those sensors which most
highly correlate with the time course of the EEG (Fig. 1).

Region of interest spectra from distributed source modelling.
To separate the contributions of subcortical and potential cortical
FFR sources, we used minimum-norm estimate (MNE) modelling
of head tissues based on individual anatomy. Data from bilateral
pairs of auditory system region of interests (ROIs; AC; medial
geniculate nucleus, MGB; inferior colliculus, IC; and cochlear
nucleus, CN), plus two control ROIs not expected to show
auditory responses (frontal pole and occipital pole) were extrac-
ted, and their power spectrum density computed. This analysis
showed a strong peak at f0 from the AC ROI that was
significantly greater than residual signal observed in control
regions; this was also the case for all the subcortical auditory ROIs
(Wilcoxon-matched pairs test, Z¼ " 3.92, *Po0.001 for each;
Fig. 2). The magnitude of these latter components is similar to
that of the cortical sources, indicating that MEG is sensitive both
to deep and superficial sources. These results were not strongly
sensitive to the MNE depth-weighting parameter, and all
parameter values lead to f0 peaks that were significantly above
baseline levels (Wilcoxon signed-rank test, Z¼ " 3.92,
*Po0.0001 for each comparison).

Comparison of forward projection of the AC signal with data.
The expected distribution of information from each left–right
pair of auditory system ROIs as revealed using forward projection
through the MEG head model is illustrated in Fig. 3a; these are
used as ROI topography templates in the following analysis, and
can also be used to compare the relative strengths of each ROI’s
contribution to and correlation with the recorded data. The result
showed the strongest response from AC, followed by the CN,
medial geniculate and IC (Supplementary Fig. 6a,b).

Model-free comparison of FFR and known AC MEG topography.
To obtain an estimate of cortical involvement that was free from
modelling assumptions, we identified the first large peak of the
evoked response field (ERF) in a separate long inter-stimlus
interval data set (P1; B74 ms; Fig. 3c), which is of known cortical
origin45. We then compared the distribution of f0 signal across
sensors during the FFR (30–130 ms post stimulus onset); with
that of the ERF signal. The two bore a striking resemblance
(Fig. 3b,c) and were significantly correlated in all subjects (mean
r¼ 0.50, s.d.¼ 0.24), supporting the existence of a cortical
contribution to the FFR.

Respective timings of cortical and subcortical contributions.
To confirm that the cortical component showed a physiologically
plausible delay with respect to components from earlier struc-
tures, we calculated for each of the four pairs of ROIs the root
mean square (r.m.s.) levels of time courses of coefficient estimates
over successive windows (see Methods for details), using the ROI
topography templates as linear regressors. Coefficient estimate
time courses can be interpreted as the ability of each ROI to
explain the observed signal over time (Fig. 4). The explanatory
power of the CN increased over the first two windows (0–12 ms,
12–24 ms post stimulus onset), but further increases were not
distinguishable from chance (see Table 1 for statistics). Similarly,
the IC increased significantly over the first two windows, and not
thereafter. The MGB increased significantly up to and including
the third window (24–36 ms). The AC increased significantly up
to and including the fourth window (36–48 ms) before plateauing.
These statistics suggest that the respective onsets of contribution
from each structure to the scalp signal are spread out over time, in
an order corresponding to physiological expectations.

The explanatory power of the ROI (coefficient estimates)
fluctuates over time, with maximum values at time points that
represent the FFR peaks and zero values at FFR nodes, when the
ROI templates do not describe the signal. If sources cannot be
separated, the maximum cross-correlation between the two time
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Figure 1 | Audio trace, EEG–ABR and single-channel MEG–ABR grand averages. A single MEG channel was selected by maximum correlation with the
EEG channel. (a) Time course of speech stimulus (syllable: /da/) and EEG/MEG responses, showing that the onset response and the FFR commonly
studied with EEG are preserved in the single-channel MEG–ABR. The prestimulus baseline (" 50 to 0 ms) and the frequency-following response (FFR)
periods (30 to 130 ms) are marked in grey and blue, respectively, for the EEG and MEG responses. (b) Corresponding spectra of the periodic portion of the
audio signal and the FFR of the responses are shown in blue. Baseline spectra are in grey (n¼ 20).
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Frequency Following 
Response (FFR)

best observed in a single-channel grand average by selecting
sensors that are most highly correlated with a high-pass-filtered
EEG data, as opposed to selecting those sensors which most
highly correlate with the time course of the EEG (Fig. 1).

Region of interest spectra from distributed source modelling.
To separate the contributions of subcortical and potential cortical
FFR sources, we used minimum-norm estimate (MNE) modelling
of head tissues based on individual anatomy. Data from bilateral
pairs of auditory system region of interests (ROIs; AC; medial
geniculate nucleus, MGB; inferior colliculus, IC; and cochlear
nucleus, CN), plus two control ROIs not expected to show
auditory responses (frontal pole and occipital pole) were extrac-
ted, and their power spectrum density computed. This analysis
showed a strong peak at f0 from the AC ROI that was
significantly greater than residual signal observed in control
regions; this was also the case for all the subcortical auditory ROIs
(Wilcoxon-matched pairs test, Z¼ " 3.92, *Po0.001 for each;
Fig. 2). The magnitude of these latter components is similar to
that of the cortical sources, indicating that MEG is sensitive both
to deep and superficial sources. These results were not strongly
sensitive to the MNE depth-weighting parameter, and all
parameter values lead to f0 peaks that were significantly above
baseline levels (Wilcoxon signed-rank test, Z¼ " 3.92,
*Po0.0001 for each comparison).

Comparison of forward projection of the AC signal with data.
The expected distribution of information from each left–right
pair of auditory system ROIs as revealed using forward projection
through the MEG head model is illustrated in Fig. 3a; these are
used as ROI topography templates in the following analysis, and
can also be used to compare the relative strengths of each ROI’s
contribution to and correlation with the recorded data. The result
showed the strongest response from AC, followed by the CN,
medial geniculate and IC (Supplementary Fig. 6a,b).

Model-free comparison of FFR and known AC MEG topography.
To obtain an estimate of cortical involvement that was free from
modelling assumptions, we identified the first large peak of the
evoked response field (ERF) in a separate long inter-stimlus
interval data set (P1; B74 ms; Fig. 3c), which is of known cortical
origin45. We then compared the distribution of f0 signal across
sensors during the FFR (30–130 ms post stimulus onset); with
that of the ERF signal. The two bore a striking resemblance
(Fig. 3b,c) and were significantly correlated in all subjects (mean
r¼ 0.50, s.d.¼ 0.24), supporting the existence of a cortical
contribution to the FFR.

Respective timings of cortical and subcortical contributions.
To confirm that the cortical component showed a physiologically
plausible delay with respect to components from earlier struc-
tures, we calculated for each of the four pairs of ROIs the root
mean square (r.m.s.) levels of time courses of coefficient estimates
over successive windows (see Methods for details), using the ROI
topography templates as linear regressors. Coefficient estimate
time courses can be interpreted as the ability of each ROI to
explain the observed signal over time (Fig. 4). The explanatory
power of the CN increased over the first two windows (0–12 ms,
12–24 ms post stimulus onset), but further increases were not
distinguishable from chance (see Table 1 for statistics). Similarly,
the IC increased significantly over the first two windows, and not
thereafter. The MGB increased significantly up to and including
the third window (24–36 ms). The AC increased significantly up
to and including the fourth window (36–48 ms) before plateauing.
These statistics suggest that the respective onsets of contribution
from each structure to the scalp signal are spread out over time, in
an order corresponding to physiological expectations.

The explanatory power of the ROI (coefficient estimates)
fluctuates over time, with maximum values at time points that
represent the FFR peaks and zero values at FFR nodes, when the
ROI templates do not describe the signal. If sources cannot be
separated, the maximum cross-correlation between the two time
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Figure 1 | Audio trace, EEG–ABR and single-channel MEG–ABR grand averages. A single MEG channel was selected by maximum correlation with the
EEG channel. (a) Time course of speech stimulus (syllable: /da/) and EEG/MEG responses, showing that the onset response and the FFR commonly
studied with EEG are preserved in the single-channel MEG–ABR. The prestimulus baseline (" 50 to 0 ms) and the frequency-following response (FFR)
periods (30 to 130 ms) are marked in grey and blue, respectively, for the EEG and MEG responses. (b) Corresponding spectra of the periodic portion of the
audio signal and the FFR of the responses are shown in blue. Baseline spectra are in grey (n¼ 20).
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Adapted from Coffey et al., Nat Commun (2016)best observed in a single-channel grand average by selecting
sensors that are most highly correlated with a high-pass-filtered
EEG data, as opposed to selecting those sensors which most
highly correlate with the time course of the EEG (Fig. 1).

Region of interest spectra from distributed source modelling.
To separate the contributions of subcortical and potential cortical
FFR sources, we used minimum-norm estimate (MNE) modelling
of head tissues based on individual anatomy. Data from bilateral
pairs of auditory system region of interests (ROIs; AC; medial
geniculate nucleus, MGB; inferior colliculus, IC; and cochlear
nucleus, CN), plus two control ROIs not expected to show
auditory responses (frontal pole and occipital pole) were extrac-
ted, and their power spectrum density computed. This analysis
showed a strong peak at f0 from the AC ROI that was
significantly greater than residual signal observed in control
regions; this was also the case for all the subcortical auditory ROIs
(Wilcoxon-matched pairs test, Z¼ " 3.92, *Po0.001 for each;
Fig. 2). The magnitude of these latter components is similar to
that of the cortical sources, indicating that MEG is sensitive both
to deep and superficial sources. These results were not strongly
sensitive to the MNE depth-weighting parameter, and all
parameter values lead to f0 peaks that were significantly above
baseline levels (Wilcoxon signed-rank test, Z¼ " 3.92,
*Po0.0001 for each comparison).

Comparison of forward projection of the AC signal with data.
The expected distribution of information from each left–right
pair of auditory system ROIs as revealed using forward projection
through the MEG head model is illustrated in Fig. 3a; these are
used as ROI topography templates in the following analysis, and
can also be used to compare the relative strengths of each ROI’s
contribution to and correlation with the recorded data. The result
showed the strongest response from AC, followed by the CN,
medial geniculate and IC (Supplementary Fig. 6a,b).

Model-free comparison of FFR and known AC MEG topography.
To obtain an estimate of cortical involvement that was free from
modelling assumptions, we identified the first large peak of the
evoked response field (ERF) in a separate long inter-stimlus
interval data set (P1; B74 ms; Fig. 3c), which is of known cortical
origin45. We then compared the distribution of f0 signal across
sensors during the FFR (30–130 ms post stimulus onset); with
that of the ERF signal. The two bore a striking resemblance
(Fig. 3b,c) and were significantly correlated in all subjects (mean
r¼ 0.50, s.d.¼ 0.24), supporting the existence of a cortical
contribution to the FFR.

Respective timings of cortical and subcortical contributions.
To confirm that the cortical component showed a physiologically
plausible delay with respect to components from earlier struc-
tures, we calculated for each of the four pairs of ROIs the root
mean square (r.m.s.) levels of time courses of coefficient estimates
over successive windows (see Methods for details), using the ROI
topography templates as linear regressors. Coefficient estimate
time courses can be interpreted as the ability of each ROI to
explain the observed signal over time (Fig. 4). The explanatory
power of the CN increased over the first two windows (0–12 ms,
12–24 ms post stimulus onset), but further increases were not
distinguishable from chance (see Table 1 for statistics). Similarly,
the IC increased significantly over the first two windows, and not
thereafter. The MGB increased significantly up to and including
the third window (24–36 ms). The AC increased significantly up
to and including the fourth window (36–48 ms) before plateauing.
These statistics suggest that the respective onsets of contribution
from each structure to the scalp signal are spread out over time, in
an order corresponding to physiological expectations.

The explanatory power of the ROI (coefficient estimates)
fluctuates over time, with maximum values at time points that
represent the FFR peaks and zero values at FFR nodes, when the
ROI templates do not describe the signal. If sources cannot be
separated, the maximum cross-correlation between the two time
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Figure 1 | Audio trace, EEG–ABR and single-channel MEG–ABR grand averages. A single MEG channel was selected by maximum correlation with the
EEG channel. (a) Time course of speech stimulus (syllable: /da/) and EEG/MEG responses, showing that the onset response and the FFR commonly
studied with EEG are preserved in the single-channel MEG–ABR. The prestimulus baseline (" 50 to 0 ms) and the frequency-following response (FFR)
periods (30 to 130 ms) are marked in grey and blue, respectively, for the EEG and MEG responses. (b) Corresponding spectra of the periodic portion of the
audio signal and the FFR of the responses are shown in blue. Baseline spectra are in grey (n¼ 20).
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EEG

best observed in a single-channel grand average by selecting
sensors that are most highly correlated with a high-pass-filtered
EEG data, as opposed to selecting those sensors which most
highly correlate with the time course of the EEG (Fig. 1).

Region of interest spectra from distributed source modelling.
To separate the contributions of subcortical and potential cortical
FFR sources, we used minimum-norm estimate (MNE) modelling
of head tissues based on individual anatomy. Data from bilateral
pairs of auditory system region of interests (ROIs; AC; medial
geniculate nucleus, MGB; inferior colliculus, IC; and cochlear
nucleus, CN), plus two control ROIs not expected to show
auditory responses (frontal pole and occipital pole) were extrac-
ted, and their power spectrum density computed. This analysis
showed a strong peak at f0 from the AC ROI that was
significantly greater than residual signal observed in control
regions; this was also the case for all the subcortical auditory ROIs
(Wilcoxon-matched pairs test, Z¼ " 3.92, *Po0.001 for each;
Fig. 2). The magnitude of these latter components is similar to
that of the cortical sources, indicating that MEG is sensitive both
to deep and superficial sources. These results were not strongly
sensitive to the MNE depth-weighting parameter, and all
parameter values lead to f0 peaks that were significantly above
baseline levels (Wilcoxon signed-rank test, Z¼ " 3.92,
*Po0.0001 for each comparison).

Comparison of forward projection of the AC signal with data.
The expected distribution of information from each left–right
pair of auditory system ROIs as revealed using forward projection
through the MEG head model is illustrated in Fig. 3a; these are
used as ROI topography templates in the following analysis, and
can also be used to compare the relative strengths of each ROI’s
contribution to and correlation with the recorded data. The result
showed the strongest response from AC, followed by the CN,
medial geniculate and IC (Supplementary Fig. 6a,b).

Model-free comparison of FFR and known AC MEG topography.
To obtain an estimate of cortical involvement that was free from
modelling assumptions, we identified the first large peak of the
evoked response field (ERF) in a separate long inter-stimlus
interval data set (P1; B74 ms; Fig. 3c), which is of known cortical
origin45. We then compared the distribution of f0 signal across
sensors during the FFR (30–130 ms post stimulus onset); with
that of the ERF signal. The two bore a striking resemblance
(Fig. 3b,c) and were significantly correlated in all subjects (mean
r¼ 0.50, s.d.¼ 0.24), supporting the existence of a cortical
contribution to the FFR.

Respective timings of cortical and subcortical contributions.
To confirm that the cortical component showed a physiologically
plausible delay with respect to components from earlier struc-
tures, we calculated for each of the four pairs of ROIs the root
mean square (r.m.s.) levels of time courses of coefficient estimates
over successive windows (see Methods for details), using the ROI
topography templates as linear regressors. Coefficient estimate
time courses can be interpreted as the ability of each ROI to
explain the observed signal over time (Fig. 4). The explanatory
power of the CN increased over the first two windows (0–12 ms,
12–24 ms post stimulus onset), but further increases were not
distinguishable from chance (see Table 1 for statistics). Similarly,
the IC increased significantly over the first two windows, and not
thereafter. The MGB increased significantly up to and including
the third window (24–36 ms). The AC increased significantly up
to and including the fourth window (36–48 ms) before plateauing.
These statistics suggest that the respective onsets of contribution
from each structure to the scalp signal are spread out over time, in
an order corresponding to physiological expectations.

The explanatory power of the ROI (coefficient estimates)
fluctuates over time, with maximum values at time points that
represent the FFR peaks and zero values at FFR nodes, when the
ROI templates do not describe the signal. If sources cannot be
separated, the maximum cross-correlation between the two time

1.00

0.80

0.60

0.40

0.20

0 50 100 150 200 250 300 350 400 450

0 50 100 150 200 250 300 350 400 450

0 50 100 150 200 250 300 350 400 450

FFR
Baseline

FFR
Baseline

Audio Vowel Vowel

0.50

0.00

–0.50

0.25

–0.25

0.50

0.00

–0.50

0.25

0.15

0.20

0.05

2.50

2.00

1.50

1.00

0.50

0.10

5.00

2.55

0.00

–2.50

–5.00

–0.05

–0.05 0.00 0.05 0.10

A
m

pl
itu

de
 (

a.
u.

)

A
m

pl
itu

de
 (

a.
u.

)

A
m

pl
itu

de
 (

µV
)

A
m

pl
itu

de
 (

fT
)

A
m

pl
itu

de
 (

µV
)

A
m

pl
itu

de
 (

fT
)

0.15

0.00 0.05 0.10 0.15

–0.05 0.00 0.05
Time (s) Frequency (Hz)

0.10 0.15

EEG Onset

Onset

FFR

FFRMEG

Audio

EEG

MEG

a b

Figure 1 | Audio trace, EEG–ABR and single-channel MEG–ABR grand averages. A single MEG channel was selected by maximum correlation with the
EEG channel. (a) Time course of speech stimulus (syllable: /da/) and EEG/MEG responses, showing that the onset response and the FFR commonly
studied with EEG are preserved in the single-channel MEG–ABR. The prestimulus baseline (" 50 to 0 ms) and the frequency-following response (FFR)
periods (30 to 130 ms) are marked in grey and blue, respectively, for the EEG and MEG responses. (b) Corresponding spectra of the periodic portion of the
audio signal and the FFR of the responses are shown in blue. Baseline spectra are in grey (n¼ 20).
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best observed in a single-channel grand average by selecting
sensors that are most highly correlated with a high-pass-filtered
EEG data, as opposed to selecting those sensors which most
highly correlate with the time course of the EEG (Fig. 1).

Region of interest spectra from distributed source modelling.
To separate the contributions of subcortical and potential cortical
FFR sources, we used minimum-norm estimate (MNE) modelling
of head tissues based on individual anatomy. Data from bilateral
pairs of auditory system region of interests (ROIs; AC; medial
geniculate nucleus, MGB; inferior colliculus, IC; and cochlear
nucleus, CN), plus two control ROIs not expected to show
auditory responses (frontal pole and occipital pole) were extrac-
ted, and their power spectrum density computed. This analysis
showed a strong peak at f0 from the AC ROI that was
significantly greater than residual signal observed in control
regions; this was also the case for all the subcortical auditory ROIs
(Wilcoxon-matched pairs test, Z¼ " 3.92, *Po0.001 for each;
Fig. 2). The magnitude of these latter components is similar to
that of the cortical sources, indicating that MEG is sensitive both
to deep and superficial sources. These results were not strongly
sensitive to the MNE depth-weighting parameter, and all
parameter values lead to f0 peaks that were significantly above
baseline levels (Wilcoxon signed-rank test, Z¼ " 3.92,
*Po0.0001 for each comparison).

Comparison of forward projection of the AC signal with data.
The expected distribution of information from each left–right
pair of auditory system ROIs as revealed using forward projection
through the MEG head model is illustrated in Fig. 3a; these are
used as ROI topography templates in the following analysis, and
can also be used to compare the relative strengths of each ROI’s
contribution to and correlation with the recorded data. The result
showed the strongest response from AC, followed by the CN,
medial geniculate and IC (Supplementary Fig. 6a,b).

Model-free comparison of FFR and known AC MEG topography.
To obtain an estimate of cortical involvement that was free from
modelling assumptions, we identified the first large peak of the
evoked response field (ERF) in a separate long inter-stimlus
interval data set (P1; B74 ms; Fig. 3c), which is of known cortical
origin45. We then compared the distribution of f0 signal across
sensors during the FFR (30–130 ms post stimulus onset); with
that of the ERF signal. The two bore a striking resemblance
(Fig. 3b,c) and were significantly correlated in all subjects (mean
r¼ 0.50, s.d.¼ 0.24), supporting the existence of a cortical
contribution to the FFR.

Respective timings of cortical and subcortical contributions.
To confirm that the cortical component showed a physiologically
plausible delay with respect to components from earlier struc-
tures, we calculated for each of the four pairs of ROIs the root
mean square (r.m.s.) levels of time courses of coefficient estimates
over successive windows (see Methods for details), using the ROI
topography templates as linear regressors. Coefficient estimate
time courses can be interpreted as the ability of each ROI to
explain the observed signal over time (Fig. 4). The explanatory
power of the CN increased over the first two windows (0–12 ms,
12–24 ms post stimulus onset), but further increases were not
distinguishable from chance (see Table 1 for statistics). Similarly,
the IC increased significantly over the first two windows, and not
thereafter. The MGB increased significantly up to and including
the third window (24–36 ms). The AC increased significantly up
to and including the fourth window (36–48 ms) before plateauing.
These statistics suggest that the respective onsets of contribution
from each structure to the scalp signal are spread out over time, in
an order corresponding to physiological expectations.

The explanatory power of the ROI (coefficient estimates)
fluctuates over time, with maximum values at time points that
represent the FFR peaks and zero values at FFR nodes, when the
ROI templates do not describe the signal. If sources cannot be
separated, the maximum cross-correlation between the two time
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Figure 1 | Audio trace, EEG–ABR and single-channel MEG–ABR grand averages. A single MEG channel was selected by maximum correlation with the
EEG channel. (a) Time course of speech stimulus (syllable: /da/) and EEG/MEG responses, showing that the onset response and the FFR commonly
studied with EEG are preserved in the single-channel MEG–ABR. The prestimulus baseline (" 50 to 0 ms) and the frequency-following response (FFR)
periods (30 to 130 ms) are marked in grey and blue, respectively, for the EEG and MEG responses. (b) Corresponding spectra of the periodic portion of the
audio signal and the FFR of the responses are shown in blue. Baseline spectra are in grey (n¼ 20).
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Adapted from Coffey et al., Nat Commun (2016)best observed in a single-channel grand average by selecting
sensors that are most highly correlated with a high-pass-filtered
EEG data, as opposed to selecting those sensors which most
highly correlate with the time course of the EEG (Fig. 1).

Region of interest spectra from distributed source modelling.
To separate the contributions of subcortical and potential cortical
FFR sources, we used minimum-norm estimate (MNE) modelling
of head tissues based on individual anatomy. Data from bilateral
pairs of auditory system region of interests (ROIs; AC; medial
geniculate nucleus, MGB; inferior colliculus, IC; and cochlear
nucleus, CN), plus two control ROIs not expected to show
auditory responses (frontal pole and occipital pole) were extrac-
ted, and their power spectrum density computed. This analysis
showed a strong peak at f0 from the AC ROI that was
significantly greater than residual signal observed in control
regions; this was also the case for all the subcortical auditory ROIs
(Wilcoxon-matched pairs test, Z¼ " 3.92, *Po0.001 for each;
Fig. 2). The magnitude of these latter components is similar to
that of the cortical sources, indicating that MEG is sensitive both
to deep and superficial sources. These results were not strongly
sensitive to the MNE depth-weighting parameter, and all
parameter values lead to f0 peaks that were significantly above
baseline levels (Wilcoxon signed-rank test, Z¼ " 3.92,
*Po0.0001 for each comparison).

Comparison of forward projection of the AC signal with data.
The expected distribution of information from each left–right
pair of auditory system ROIs as revealed using forward projection
through the MEG head model is illustrated in Fig. 3a; these are
used as ROI topography templates in the following analysis, and
can also be used to compare the relative strengths of each ROI’s
contribution to and correlation with the recorded data. The result
showed the strongest response from AC, followed by the CN,
medial geniculate and IC (Supplementary Fig. 6a,b).

Model-free comparison of FFR and known AC MEG topography.
To obtain an estimate of cortical involvement that was free from
modelling assumptions, we identified the first large peak of the
evoked response field (ERF) in a separate long inter-stimlus
interval data set (P1; B74 ms; Fig. 3c), which is of known cortical
origin45. We then compared the distribution of f0 signal across
sensors during the FFR (30–130 ms post stimulus onset); with
that of the ERF signal. The two bore a striking resemblance
(Fig. 3b,c) and were significantly correlated in all subjects (mean
r¼ 0.50, s.d.¼ 0.24), supporting the existence of a cortical
contribution to the FFR.

Respective timings of cortical and subcortical contributions.
To confirm that the cortical component showed a physiologically
plausible delay with respect to components from earlier struc-
tures, we calculated for each of the four pairs of ROIs the root
mean square (r.m.s.) levels of time courses of coefficient estimates
over successive windows (see Methods for details), using the ROI
topography templates as linear regressors. Coefficient estimate
time courses can be interpreted as the ability of each ROI to
explain the observed signal over time (Fig. 4). The explanatory
power of the CN increased over the first two windows (0–12 ms,
12–24 ms post stimulus onset), but further increases were not
distinguishable from chance (see Table 1 for statistics). Similarly,
the IC increased significantly over the first two windows, and not
thereafter. The MGB increased significantly up to and including
the third window (24–36 ms). The AC increased significantly up
to and including the fourth window (36–48 ms) before plateauing.
These statistics suggest that the respective onsets of contribution
from each structure to the scalp signal are spread out over time, in
an order corresponding to physiological expectations.

The explanatory power of the ROI (coefficient estimates)
fluctuates over time, with maximum values at time points that
represent the FFR peaks and zero values at FFR nodes, when the
ROI templates do not describe the signal. If sources cannot be
separated, the maximum cross-correlation between the two time
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Figure 1 | Audio trace, EEG–ABR and single-channel MEG–ABR grand averages. A single MEG channel was selected by maximum correlation with the
EEG channel. (a) Time course of speech stimulus (syllable: /da/) and EEG/MEG responses, showing that the onset response and the FFR commonly
studied with EEG are preserved in the single-channel MEG–ABR. The prestimulus baseline (" 50 to 0 ms) and the frequency-following response (FFR)
periods (30 to 130 ms) are marked in grey and blue, respectively, for the EEG and MEG responses. (b) Corresponding spectra of the periodic portion of the
audio signal and the FFR of the responses are shown in blue. Baseline spectra are in grey (n¼ 20).
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best observed in a single-channel grand average by selecting
sensors that are most highly correlated with a high-pass-filtered
EEG data, as opposed to selecting those sensors which most
highly correlate with the time course of the EEG (Fig. 1).

Region of interest spectra from distributed source modelling.
To separate the contributions of subcortical and potential cortical
FFR sources, we used minimum-norm estimate (MNE) modelling
of head tissues based on individual anatomy. Data from bilateral
pairs of auditory system region of interests (ROIs; AC; medial
geniculate nucleus, MGB; inferior colliculus, IC; and cochlear
nucleus, CN), plus two control ROIs not expected to show
auditory responses (frontal pole and occipital pole) were extrac-
ted, and their power spectrum density computed. This analysis
showed a strong peak at f0 from the AC ROI that was
significantly greater than residual signal observed in control
regions; this was also the case for all the subcortical auditory ROIs
(Wilcoxon-matched pairs test, Z¼ " 3.92, *Po0.001 for each;
Fig. 2). The magnitude of these latter components is similar to
that of the cortical sources, indicating that MEG is sensitive both
to deep and superficial sources. These results were not strongly
sensitive to the MNE depth-weighting parameter, and all
parameter values lead to f0 peaks that were significantly above
baseline levels (Wilcoxon signed-rank test, Z¼ " 3.92,
*Po0.0001 for each comparison).

Comparison of forward projection of the AC signal with data.
The expected distribution of information from each left–right
pair of auditory system ROIs as revealed using forward projection
through the MEG head model is illustrated in Fig. 3a; these are
used as ROI topography templates in the following analysis, and
can also be used to compare the relative strengths of each ROI’s
contribution to and correlation with the recorded data. The result
showed the strongest response from AC, followed by the CN,
medial geniculate and IC (Supplementary Fig. 6a,b).

Model-free comparison of FFR and known AC MEG topography.
To obtain an estimate of cortical involvement that was free from
modelling assumptions, we identified the first large peak of the
evoked response field (ERF) in a separate long inter-stimlus
interval data set (P1; B74 ms; Fig. 3c), which is of known cortical
origin45. We then compared the distribution of f0 signal across
sensors during the FFR (30–130 ms post stimulus onset); with
that of the ERF signal. The two bore a striking resemblance
(Fig. 3b,c) and were significantly correlated in all subjects (mean
r¼ 0.50, s.d.¼ 0.24), supporting the existence of a cortical
contribution to the FFR.

Respective timings of cortical and subcortical contributions.
To confirm that the cortical component showed a physiologically
plausible delay with respect to components from earlier struc-
tures, we calculated for each of the four pairs of ROIs the root
mean square (r.m.s.) levels of time courses of coefficient estimates
over successive windows (see Methods for details), using the ROI
topography templates as linear regressors. Coefficient estimate
time courses can be interpreted as the ability of each ROI to
explain the observed signal over time (Fig. 4). The explanatory
power of the CN increased over the first two windows (0–12 ms,
12–24 ms post stimulus onset), but further increases were not
distinguishable from chance (see Table 1 for statistics). Similarly,
the IC increased significantly over the first two windows, and not
thereafter. The MGB increased significantly up to and including
the third window (24–36 ms). The AC increased significantly up
to and including the fourth window (36–48 ms) before plateauing.
These statistics suggest that the respective onsets of contribution
from each structure to the scalp signal are spread out over time, in
an order corresponding to physiological expectations.

The explanatory power of the ROI (coefficient estimates)
fluctuates over time, with maximum values at time points that
represent the FFR peaks and zero values at FFR nodes, when the
ROI templates do not describe the signal. If sources cannot be
separated, the maximum cross-correlation between the two time
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Figure 1 | Audio trace, EEG–ABR and single-channel MEG–ABR grand averages. A single MEG channel was selected by maximum correlation with the
EEG channel. (a) Time course of speech stimulus (syllable: /da/) and EEG/MEG responses, showing that the onset response and the FFR commonly
studied with EEG are preserved in the single-channel MEG–ABR. The prestimulus baseline (" 50 to 0 ms) and the frequency-following response (FFR)
periods (30 to 130 ms) are marked in grey and blue, respectively, for the EEG and MEG responses. (b) Corresponding spectra of the periodic portion of the
audio signal and the FFR of the responses are shown in blue. Baseline spectra are in grey (n¼ 20).
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best observed in a single-channel grand average by selecting
sensors that are most highly correlated with a high-pass-filtered
EEG data, as opposed to selecting those sensors which most
highly correlate with the time course of the EEG (Fig. 1).

Region of interest spectra from distributed source modelling.
To separate the contributions of subcortical and potential cortical
FFR sources, we used minimum-norm estimate (MNE) modelling
of head tissues based on individual anatomy. Data from bilateral
pairs of auditory system region of interests (ROIs; AC; medial
geniculate nucleus, MGB; inferior colliculus, IC; and cochlear
nucleus, CN), plus two control ROIs not expected to show
auditory responses (frontal pole and occipital pole) were extrac-
ted, and their power spectrum density computed. This analysis
showed a strong peak at f0 from the AC ROI that was
significantly greater than residual signal observed in control
regions; this was also the case for all the subcortical auditory ROIs
(Wilcoxon-matched pairs test, Z¼ " 3.92, *Po0.001 for each;
Fig. 2). The magnitude of these latter components is similar to
that of the cortical sources, indicating that MEG is sensitive both
to deep and superficial sources. These results were not strongly
sensitive to the MNE depth-weighting parameter, and all
parameter values lead to f0 peaks that were significantly above
baseline levels (Wilcoxon signed-rank test, Z¼ " 3.92,
*Po0.0001 for each comparison).

Comparison of forward projection of the AC signal with data.
The expected distribution of information from each left–right
pair of auditory system ROIs as revealed using forward projection
through the MEG head model is illustrated in Fig. 3a; these are
used as ROI topography templates in the following analysis, and
can also be used to compare the relative strengths of each ROI’s
contribution to and correlation with the recorded data. The result
showed the strongest response from AC, followed by the CN,
medial geniculate and IC (Supplementary Fig. 6a,b).

Model-free comparison of FFR and known AC MEG topography.
To obtain an estimate of cortical involvement that was free from
modelling assumptions, we identified the first large peak of the
evoked response field (ERF) in a separate long inter-stimlus
interval data set (P1; B74 ms; Fig. 3c), which is of known cortical
origin45. We then compared the distribution of f0 signal across
sensors during the FFR (30–130 ms post stimulus onset); with
that of the ERF signal. The two bore a striking resemblance
(Fig. 3b,c) and were significantly correlated in all subjects (mean
r¼ 0.50, s.d.¼ 0.24), supporting the existence of a cortical
contribution to the FFR.

Respective timings of cortical and subcortical contributions.
To confirm that the cortical component showed a physiologically
plausible delay with respect to components from earlier struc-
tures, we calculated for each of the four pairs of ROIs the root
mean square (r.m.s.) levels of time courses of coefficient estimates
over successive windows (see Methods for details), using the ROI
topography templates as linear regressors. Coefficient estimate
time courses can be interpreted as the ability of each ROI to
explain the observed signal over time (Fig. 4). The explanatory
power of the CN increased over the first two windows (0–12 ms,
12–24 ms post stimulus onset), but further increases were not
distinguishable from chance (see Table 1 for statistics). Similarly,
the IC increased significantly over the first two windows, and not
thereafter. The MGB increased significantly up to and including
the third window (24–36 ms). The AC increased significantly up
to and including the fourth window (36–48 ms) before plateauing.
These statistics suggest that the respective onsets of contribution
from each structure to the scalp signal are spread out over time, in
an order corresponding to physiological expectations.

The explanatory power of the ROI (coefficient estimates)
fluctuates over time, with maximum values at time points that
represent the FFR peaks and zero values at FFR nodes, when the
ROI templates do not describe the signal. If sources cannot be
separated, the maximum cross-correlation between the two time
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Figure 1 | Audio trace, EEG–ABR and single-channel MEG–ABR grand averages. A single MEG channel was selected by maximum correlation with the
EEG channel. (a) Time course of speech stimulus (syllable: /da/) and EEG/MEG responses, showing that the onset response and the FFR commonly
studied with EEG are preserved in the single-channel MEG–ABR. The prestimulus baseline (" 50 to 0 ms) and the frequency-following response (FFR)
periods (30 to 130 ms) are marked in grey and blue, respectively, for the EEG and MEG responses. (b) Corresponding spectra of the periodic portion of the
audio signal and the FFR of the responses are shown in blue. Baseline spectra are in grey (n¼ 20).

NATURE COMMUNICATIONS | DOI: 10.1038/ncomms11070 ARTICLE

NATURE COMMUNICATIONS | 7:11070 | DOI: 10.1038/ncomms11070 | www.nature.com/naturecommunications 3

Adapted from Coffey et al., Nat Commun (2016)

Audio (/da/)

EEG

best observed in a single-channel grand average by selecting
sensors that are most highly correlated with a high-pass-filtered
EEG data, as opposed to selecting those sensors which most
highly correlate with the time course of the EEG (Fig. 1).

Region of interest spectra from distributed source modelling.
To separate the contributions of subcortical and potential cortical
FFR sources, we used minimum-norm estimate (MNE) modelling
of head tissues based on individual anatomy. Data from bilateral
pairs of auditory system region of interests (ROIs; AC; medial
geniculate nucleus, MGB; inferior colliculus, IC; and cochlear
nucleus, CN), plus two control ROIs not expected to show
auditory responses (frontal pole and occipital pole) were extrac-
ted, and their power spectrum density computed. This analysis
showed a strong peak at f0 from the AC ROI that was
significantly greater than residual signal observed in control
regions; this was also the case for all the subcortical auditory ROIs
(Wilcoxon-matched pairs test, Z¼ " 3.92, *Po0.001 for each;
Fig. 2). The magnitude of these latter components is similar to
that of the cortical sources, indicating that MEG is sensitive both
to deep and superficial sources. These results were not strongly
sensitive to the MNE depth-weighting parameter, and all
parameter values lead to f0 peaks that were significantly above
baseline levels (Wilcoxon signed-rank test, Z¼ " 3.92,
*Po0.0001 for each comparison).

Comparison of forward projection of the AC signal with data.
The expected distribution of information from each left–right
pair of auditory system ROIs as revealed using forward projection
through the MEG head model is illustrated in Fig. 3a; these are
used as ROI topography templates in the following analysis, and
can also be used to compare the relative strengths of each ROI’s
contribution to and correlation with the recorded data. The result
showed the strongest response from AC, followed by the CN,
medial geniculate and IC (Supplementary Fig. 6a,b).

Model-free comparison of FFR and known AC MEG topography.
To obtain an estimate of cortical involvement that was free from
modelling assumptions, we identified the first large peak of the
evoked response field (ERF) in a separate long inter-stimlus
interval data set (P1; B74 ms; Fig. 3c), which is of known cortical
origin45. We then compared the distribution of f0 signal across
sensors during the FFR (30–130 ms post stimulus onset); with
that of the ERF signal. The two bore a striking resemblance
(Fig. 3b,c) and were significantly correlated in all subjects (mean
r¼ 0.50, s.d.¼ 0.24), supporting the existence of a cortical
contribution to the FFR.

Respective timings of cortical and subcortical contributions.
To confirm that the cortical component showed a physiologically
plausible delay with respect to components from earlier struc-
tures, we calculated for each of the four pairs of ROIs the root
mean square (r.m.s.) levels of time courses of coefficient estimates
over successive windows (see Methods for details), using the ROI
topography templates as linear regressors. Coefficient estimate
time courses can be interpreted as the ability of each ROI to
explain the observed signal over time (Fig. 4). The explanatory
power of the CN increased over the first two windows (0–12 ms,
12–24 ms post stimulus onset), but further increases were not
distinguishable from chance (see Table 1 for statistics). Similarly,
the IC increased significantly over the first two windows, and not
thereafter. The MGB increased significantly up to and including
the third window (24–36 ms). The AC increased significantly up
to and including the fourth window (36–48 ms) before plateauing.
These statistics suggest that the respective onsets of contribution
from each structure to the scalp signal are spread out over time, in
an order corresponding to physiological expectations.

The explanatory power of the ROI (coefficient estimates)
fluctuates over time, with maximum values at time points that
represent the FFR peaks and zero values at FFR nodes, when the
ROI templates do not describe the signal. If sources cannot be
separated, the maximum cross-correlation between the two time
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Figure 1 | Audio trace, EEG–ABR and single-channel MEG–ABR grand averages. A single MEG channel was selected by maximum correlation with the
EEG channel. (a) Time course of speech stimulus (syllable: /da/) and EEG/MEG responses, showing that the onset response and the FFR commonly
studied with EEG are preserved in the single-channel MEG–ABR. The prestimulus baseline (" 50 to 0 ms) and the frequency-following response (FFR)
periods (30 to 130 ms) are marked in grey and blue, respectively, for the EEG and MEG responses. (b) Corresponding spectra of the periodic portion of the
audio signal and the FFR of the responses are shown in blue. Baseline spectra are in grey (n¼ 20).
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best observed in a single-channel grand average by selecting
sensors that are most highly correlated with a high-pass-filtered
EEG data, as opposed to selecting those sensors which most
highly correlate with the time course of the EEG (Fig. 1).

Region of interest spectra from distributed source modelling.
To separate the contributions of subcortical and potential cortical
FFR sources, we used minimum-norm estimate (MNE) modelling
of head tissues based on individual anatomy. Data from bilateral
pairs of auditory system region of interests (ROIs; AC; medial
geniculate nucleus, MGB; inferior colliculus, IC; and cochlear
nucleus, CN), plus two control ROIs not expected to show
auditory responses (frontal pole and occipital pole) were extrac-
ted, and their power spectrum density computed. This analysis
showed a strong peak at f0 from the AC ROI that was
significantly greater than residual signal observed in control
regions; this was also the case for all the subcortical auditory ROIs
(Wilcoxon-matched pairs test, Z¼ " 3.92, *Po0.001 for each;
Fig. 2). The magnitude of these latter components is similar to
that of the cortical sources, indicating that MEG is sensitive both
to deep and superficial sources. These results were not strongly
sensitive to the MNE depth-weighting parameter, and all
parameter values lead to f0 peaks that were significantly above
baseline levels (Wilcoxon signed-rank test, Z¼ " 3.92,
*Po0.0001 for each comparison).

Comparison of forward projection of the AC signal with data.
The expected distribution of information from each left–right
pair of auditory system ROIs as revealed using forward projection
through the MEG head model is illustrated in Fig. 3a; these are
used as ROI topography templates in the following analysis, and
can also be used to compare the relative strengths of each ROI’s
contribution to and correlation with the recorded data. The result
showed the strongest response from AC, followed by the CN,
medial geniculate and IC (Supplementary Fig. 6a,b).

Model-free comparison of FFR and known AC MEG topography.
To obtain an estimate of cortical involvement that was free from
modelling assumptions, we identified the first large peak of the
evoked response field (ERF) in a separate long inter-stimlus
interval data set (P1; B74 ms; Fig. 3c), which is of known cortical
origin45. We then compared the distribution of f0 signal across
sensors during the FFR (30–130 ms post stimulus onset); with
that of the ERF signal. The two bore a striking resemblance
(Fig. 3b,c) and were significantly correlated in all subjects (mean
r¼ 0.50, s.d.¼ 0.24), supporting the existence of a cortical
contribution to the FFR.

Respective timings of cortical and subcortical contributions.
To confirm that the cortical component showed a physiologically
plausible delay with respect to components from earlier struc-
tures, we calculated for each of the four pairs of ROIs the root
mean square (r.m.s.) levels of time courses of coefficient estimates
over successive windows (see Methods for details), using the ROI
topography templates as linear regressors. Coefficient estimate
time courses can be interpreted as the ability of each ROI to
explain the observed signal over time (Fig. 4). The explanatory
power of the CN increased over the first two windows (0–12 ms,
12–24 ms post stimulus onset), but further increases were not
distinguishable from chance (see Table 1 for statistics). Similarly,
the IC increased significantly over the first two windows, and not
thereafter. The MGB increased significantly up to and including
the third window (24–36 ms). The AC increased significantly up
to and including the fourth window (36–48 ms) before plateauing.
These statistics suggest that the respective onsets of contribution
from each structure to the scalp signal are spread out over time, in
an order corresponding to physiological expectations.

The explanatory power of the ROI (coefficient estimates)
fluctuates over time, with maximum values at time points that
represent the FFR peaks and zero values at FFR nodes, when the
ROI templates do not describe the signal. If sources cannot be
separated, the maximum cross-correlation between the two time
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Figure 1 | Audio trace, EEG–ABR and single-channel MEG–ABR grand averages. A single MEG channel was selected by maximum correlation with the
EEG channel. (a) Time course of speech stimulus (syllable: /da/) and EEG/MEG responses, showing that the onset response and the FFR commonly
studied with EEG are preserved in the single-channel MEG–ABR. The prestimulus baseline (" 50 to 0 ms) and the frequency-following response (FFR)
periods (30 to 130 ms) are marked in grey and blue, respectively, for the EEG and MEG responses. (b) Corresponding spectra of the periodic portion of the
audio signal and the FFR of the responses are shown in blue. Baseline spectra are in grey (n¼ 20).
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best observed in a single-channel grand average by selecting
sensors that are most highly correlated with a high-pass-filtered
EEG data, as opposed to selecting those sensors which most
highly correlate with the time course of the EEG (Fig. 1).

Region of interest spectra from distributed source modelling.
To separate the contributions of subcortical and potential cortical
FFR sources, we used minimum-norm estimate (MNE) modelling
of head tissues based on individual anatomy. Data from bilateral
pairs of auditory system region of interests (ROIs; AC; medial
geniculate nucleus, MGB; inferior colliculus, IC; and cochlear
nucleus, CN), plus two control ROIs not expected to show
auditory responses (frontal pole and occipital pole) were extrac-
ted, and their power spectrum density computed. This analysis
showed a strong peak at f0 from the AC ROI that was
significantly greater than residual signal observed in control
regions; this was also the case for all the subcortical auditory ROIs
(Wilcoxon-matched pairs test, Z¼ " 3.92, *Po0.001 for each;
Fig. 2). The magnitude of these latter components is similar to
that of the cortical sources, indicating that MEG is sensitive both
to deep and superficial sources. These results were not strongly
sensitive to the MNE depth-weighting parameter, and all
parameter values lead to f0 peaks that were significantly above
baseline levels (Wilcoxon signed-rank test, Z¼ " 3.92,
*Po0.0001 for each comparison).

Comparison of forward projection of the AC signal with data.
The expected distribution of information from each left–right
pair of auditory system ROIs as revealed using forward projection
through the MEG head model is illustrated in Fig. 3a; these are
used as ROI topography templates in the following analysis, and
can also be used to compare the relative strengths of each ROI’s
contribution to and correlation with the recorded data. The result
showed the strongest response from AC, followed by the CN,
medial geniculate and IC (Supplementary Fig. 6a,b).

Model-free comparison of FFR and known AC MEG topography.
To obtain an estimate of cortical involvement that was free from
modelling assumptions, we identified the first large peak of the
evoked response field (ERF) in a separate long inter-stimlus
interval data set (P1; B74 ms; Fig. 3c), which is of known cortical
origin45. We then compared the distribution of f0 signal across
sensors during the FFR (30–130 ms post stimulus onset); with
that of the ERF signal. The two bore a striking resemblance
(Fig. 3b,c) and were significantly correlated in all subjects (mean
r¼ 0.50, s.d.¼ 0.24), supporting the existence of a cortical
contribution to the FFR.

Respective timings of cortical and subcortical contributions.
To confirm that the cortical component showed a physiologically
plausible delay with respect to components from earlier struc-
tures, we calculated for each of the four pairs of ROIs the root
mean square (r.m.s.) levels of time courses of coefficient estimates
over successive windows (see Methods for details), using the ROI
topography templates as linear regressors. Coefficient estimate
time courses can be interpreted as the ability of each ROI to
explain the observed signal over time (Fig. 4). The explanatory
power of the CN increased over the first two windows (0–12 ms,
12–24 ms post stimulus onset), but further increases were not
distinguishable from chance (see Table 1 for statistics). Similarly,
the IC increased significantly over the first two windows, and not
thereafter. The MGB increased significantly up to and including
the third window (24–36 ms). The AC increased significantly up
to and including the fourth window (36–48 ms) before plateauing.
These statistics suggest that the respective onsets of contribution
from each structure to the scalp signal are spread out over time, in
an order corresponding to physiological expectations.

The explanatory power of the ROI (coefficient estimates)
fluctuates over time, with maximum values at time points that
represent the FFR peaks and zero values at FFR nodes, when the
ROI templates do not describe the signal. If sources cannot be
separated, the maximum cross-correlation between the two time
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Figure 1 | Audio trace, EEG–ABR and single-channel MEG–ABR grand averages. A single MEG channel was selected by maximum correlation with the
EEG channel. (a) Time course of speech stimulus (syllable: /da/) and EEG/MEG responses, showing that the onset response and the FFR commonly
studied with EEG are preserved in the single-channel MEG–ABR. The prestimulus baseline (" 50 to 0 ms) and the frequency-following response (FFR)
periods (30 to 130 ms) are marked in grey and blue, respectively, for the EEG and MEG responses. (b) Corresponding spectra of the periodic portion of the
audio signal and the FFR of the responses are shown in blue. Baseline spectra are in grey (n¼ 20).
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converging evidence: (a) distributed source models show a strong
signal in the auditory cortices; (b) a forward projection of the
signal from AC is correlated with recorded data; (c) the
topography of FFR power correlates with the topography of
the cortical ERF; (d) the temporal dynamics of each ROI peak in
succession at biologically plausible latencies; (e) cortical compo-
nents are localized to Heschl’s sulcus bilaterally in a whole-brain
analysis; and (f) the magnitude of the response at the
fundamental frequency in the right AC is significantly related
to musicianship and pitch perception. In addition to the cortical
contribution, our data show the expected contributions from all
other major subcortical auditory nuclei.

In measuring the MEG equivalent of the EEG–ABR, we
expect to be measuring partially overlapping and partially
distinct aspects of the same underlying phenomenon. This is
because MEG is insensitive to radial sources, while EEG may
reflect both radial and tangential sources, and MEG is
comparatively less sensitive to deep sources36. Both the onset
response and FFR are clearly visible in the MEG–ABR (Fig. 1);
the peak amplitude of the f0 and the SNR between FFR and
baseline correlate across EEG and MEG (Supplementary Fig. 3),
and the MEG–ABR demonstrates a similar relationship as its
EEG counterpart between response latency and stimulus
amplitude. These findings confirm the identity of the recorded
signal as the MEG equivalent of the EEG–ABR, as a basis for
further comparison.

Using distributed source models based on individual anatomy,
which allow us to disentangle simultaneously active sources on
the basis of the amplitude and sensor distribution of recorded
data, we showed that the signal attributed to each cortical and
subcortical auditory region is greater than residual signal in
control areas (Fig. 2). Forward projection of each bilateral pair of

ROIs shows how information modelled as originating in the ROIs
would be distributed over sensors, taking into account the depth,
strength and orientation of the sources (Fig. 3a). The topographic
distribution of the recorded FFR data resembles and is significantly
correlated with the AC ROI projection topography (Fig. 3a,b), with
smaller correlations with subcortical structure topographies
(Supplementary Fig. 6a). Similarly, the AC accounted for the
highest relative percentage of signal within the MEG data
(Supplementary Fig. 6b). It should not be assumed that these
percentages hold for the EEG–FFR, as EEG and MEG recordings
likely represent different relative weighting of these signal
generators. These analyses are based on an anatomically based
MNE source model, with default parameters. MEG imaging of
deep sources is an area of active development, and a full account of
the effects of modelling parameters on deep sources is not yet
available; however, we found that the main results are not strongly
sensitive to variations in depth-weighting. While we find clear
evidence for a cortical source, localization of MEG sources is
always subject to caution; hence, additional validation with
techniques that have more direct ability to localize sources of
neural activity, such as functional magnetic resonance imaging
(MRI) and intracranial recordings, will be necessary in future to
confirm our principal conclusion.

Although it is unlikely to affect the cortical results, for which
distributed source models such as the MNE have been developed
and validated36,46, we nonetheless addressed the existence of a
cortical FFR contribution without reference to the source model
by comparing the topography of the FFR power (Fig. 3b) with the
topography of the cortical ERF at a peak with a known cortical
origin (Fig. 3c). This data set was recorded in the same subjects in
an independent run, which was pre-processed in accordance with
standard practice to isolate subcortical and cortical components
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Figure 5 | Cortical asymmetry and behavioural correlations. (a) Whole-brain MEG source results from a minimum-norm estimate (MNE) volume model
(t-statistic parametric map, shown in blue–yellow scale) superimposed on the 1-mm MNI152 standard template in stereotaxic space. ABR–FFR signal
strength was greater than baseline in two clusters centred on the auditory cortex. Clusters are significant applying cluster-corrected thresholds to control
family-wise error rate (t42.3, Po0.05); t46 for visualization purposes. (b) Distribution of left–right amplitude differences in the auditory cortex ROIs for
each individual using the mixed surface-volume MNE model (Fig. 2e) shows strong right-sided asymmetry (n¼ 20). Correlations between behavioural
variables and f0 amplitude in left and right ROIs: (c) training hours in musicians; more training correlated with stronger f0 in the right AC only (n¼ 11).
(d) Age training started in musicians; earlier start ages were correlated with stronger f0 representation in the right AC. (e) Fine pitch discrimination
(n¼ 20); finer pitch discrimination correlated with stronger f0 in the right AC. A non-significant trend is present in the left AC.
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EEG FFR Responses to 
Continuous Speech

Maddox & Lee, eNeuro (2018)

Figure 3. Comparison of click-evoked responses (blue) with speech-derived responses (red). A, The average waveform across
subjects (areas show !1 SEM). B, The histogram of correlation coefficients between the click-evoked and speech-derived stimuli for
each subject. Solid/dotted black lines show median/quartiles. C, Individual subject responses, sorted by descending correlation
coefficient. The correlation is shown in the upper right corner.

Methods/New Tools 7 of 13

January/February 2018, 5(1) e0441-17.2018 eNeuro.org

statistically significant (p=0.2; average over the responses to the male and the female voice as well

as all subjects).
In contrast, all subjects showed a larger response of the auditory brainstem, at the peak latency,

to the male voice when attending rather than ignoring it (Figure 3a). The difference in the responses

was statistically significant in nine of the fourteen subjects (p<0.05). The brainstem’s response to the

attended female speaker similarly exceeded that to the unattended female voice in all but one sub-

ject, with eight subjects showing a statistically-significant difference (p<0.05; Figure 3b). The ratio of

the brainstem’s response to attended and to ignored speech, averaged over all subjects, was

1.5 ± 0.1 and 1.6 ± 0.2 for the male and for the female speaker, respectively. Both ratios were
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Figure 1. The brainstem response to running speech. (a) Speech (black) contains voiced parts with irregular

oscillations at a time-varying fundamental frequency and higher harmonics. We extract a fundamental waveform

(red) that oscillates nonlinearly and nonstationary at the fundamental frequency. (b) The autocorrelation of the

fundamental waveform (red) peaks when the delay vanishes and oscillates at the average fundamental frequency.

The cross-correlation of the fundamental waveform with its Hilbert transform (blue) can be seen as an imaginary

part of the autocorrelation. The amplitude of the resulting complex cross-correlation (black) shows a life-time of a

few ms. (c) The correlation of the speech-evoked brainstem response, recorded from one subject, to the

fundamental waveform of the speech signal (red) as well as to its Hilbert transform (blue) can serve as real and

imaginary parts of a complex correlation function. Its amplitude (black) peaks at a latency of 9 ms. The latency of

the correlation is not altered by the processing of the speech signal or of the neural recording, and contains

neither a stimulus artifact nor the cochlear microphonic (Figure 1—figure supplement 1).

DOI: https://doi.org/10.7554/eLife.27203.002

The following figure supplement is available for figure 1:

Figure supplement 1. Controls for latencies induced by signal processing as well as for the source of the

measured brainstem response to running speech.

DOI: https://doi.org/10.7554/eLife.27203.003

Forte et al. eLife 2017;6:e27203. DOI: https://doi.org/10.7554/eLife.27203 3 of 12
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Forte et al., eLife (2017)
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MEG FFR Responses to 
Continuous Speech

Hertrich et al., Psychophysiology (2012[!])

Figure 3. Grand average across subjects and conditions of the MEG cross-correlation function with the syllable onset derivate of the speech signal. Lower
panel: Time course of all sensors superimposed showing two major peaks in global field power, resembling auditory evoked M50 and M100 fields. Upper
panels (from left to right): Field maps corresponding to the (1) early (latency = 60 ms) part of the M50-like field, (2) late (86 ms), more anterior component
of the M50, (3) the M100-like field (125 ms). The three time points are marked in the lower panel.

Figure 4. MEG cross-correlation function with the pitch periodicity derivate of the speech signal, averaged across all subjects and conditions. Lower panel:
Time course of all sensors superimposed. Upper panels: Field maps at the three largest local peaks in global field power. The polarity of the maps resembles
the auditory M50 for the largest peak (middle) at approximately 30 ms and the M100 for the left and right neighboring ones (25 and 35 ms, respectively).
The distance between the two M100-like peaks (ca. 10 ms) approximately corresponds to the fundamental frequency of the male speaking voice of
approximately 100 Hz.
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“pitch (ca. 100 Hz) elicited a neural
 resonance bound to a central
 auditory source at a latency of 30 ms”

This cross-correlation procedure was conducted across all 272
MEG channels, resulting in a new MEG data set that can be
analyzed in a way similar to that of normal MEG data. In principle,
this method can be considered a kind of FIR filtering, with each
speech derivate providing a set of filter coefficients. These coeffi-
cients were normalized to a sum of absolute values = 1, allowing
for an estimation of the actual amplitude of time-locked activity in
the MEG data.

A first exploratory data analysis was performed at the level of
group-averaged data, ignoring differences in head size and head
position, in order to achieve a first crude estimation of time-locked
activity. These group data served as a basis for the computation of
time courses to determine the latency and temporal extension of
time-locked speech-related signal components.

Regarding source analysis in single individuals, the most con-
sistent dipole fit could be performed using the MEG cross-
correlation function with the pitch derivate of the acoustic signal,
resulting in a pair of dipoles that can be attributed to the approxi-
mate region of the auditory cortex (see Results). This source loca-
tion was used as a functional anatomical marker, and the sources of
M50 and M100 analogues were estimated by considering their
relative position to the pitch-related source models in the group-
averaged data.

Based on these source models (two-dipole models for envelope
[ENV] and pitch [PIT], four-dipole model for syllable onsets
[SYL]), time courses of dipole strength were extracted by means of
subspace projection. Because the derivates of the acoustic speech
signal had been normalized to a sum of absolute values equaling 1,
the amplitude of cross-correlated MEG signals, in principle, can be
interpreted in terms of actual signal strength. However, the MEG
signals are contaminated with background noise. Therefore, prior
to testing for the overall significance of correlated MEG activity,
the cross-correlation functions were normalized to the standard
deviation across samples in a late time window (600–800 ms) that,
presumably, reflects unspecific background rather than phase-
locked activity.

Depending on the kind of speech derivate considered, the
strength of phase-locked activity was measured within different
time intervals: Regarding the speech envelope, the M100-like
response was captured within a latency window extending from 90
to 110 ms. Phase-locking to syllable onsets was assessed by two
parameters. The first one quantifies the strength of the M50/M100-
like deflections in the auditory source by considering the difference
between mean dipole moment in the M50 (60–70 ms) and the
M100 (110–130 ms) time windows. The second parameter, corre-
sponding to the anterior M50 source, was defined as mean dipole
strength across the time interval of 80–90 ms. Regarding pitch
periodicity, the time course of auditory dipole strength is charac-
terized by subsequent positive and negative peaks. Therefore these
time courses were were recified and 40-Hz low-pass filtered, and
the amplitude was measured at the time point of average peak
latency (see Results).

Regarding the speech envelope, previous studies found phase-
locking predominantly in the theta band (Luo & Poeppel, 2007). To
test whether in the case of fast speech higher frequency bands are
involved as well, additional cross-correlation analyses differen-
tially considered bandpass-filtered MEG data sets. To these ends,
the original MEG data were split into theta (3–7.5 Hz), alpha (8.5–
12.5 Hz), and beta (13.5–30 Hz) bands by bandpass filtering and
were subsequently cross-correlated with the speech envelope.
Using the dipole pair from the ENV analysis as a source model,
left- and right-hemiphere time courses of dipole strength were
derived separately for theta, alpha, and beta data.

Statistical Analysis

Using multiple t tests, first, the significance of phase locking was
determined separately for all conditions, speech derivates, and
source locations. Because no correction for multiple testing was
performed, single values might accidentally reach the significance
threshold and, therefore, should be considered as descriptive
parameters. However, in case the majority of values is significant,
their overall pattern may give an overview regarding the signifi-
cance of phase-locking across conditions and source locations.

Second, a series of repeated measures analyses of variance
(ANOVAs) was performed in order to test the influence of speech
rate (moderately fast vs. ultrafast), type (natural vs. synthetic) as
well as hemisphere effects on the strength of phase-locking. Sta-
tistical analysis was performed with PASW 18 (Polar Engeneering
and Consulting, http//www.winwrap.com).

Results

Descriptive Analysis of Group-Averaged MEG Data

Cross-correlation of the MEG data with the speech events consid-
ered resulted in derived time courses, representing the temporal
shift of the acoustic signal against the MEG data. Prior to the
consideration of correlating signal components in individual sub-
jects, group averages were used in order to obtain—as a first
exploratory approach—descriptive data on latency values and field
distributions. This method, on the one hand, “smooths down” the
data by ignoring individual differences in brain anatomy and head
position but, on the other, enhances the signal-to-noise ratio for the
signal characteristics most consistent across subjects.

1. The MEG cross-correlation function with the speech envelope
nicely resembled auditory evoked fields in response to single
syllables. Figure 2 shows that the latency of the peak of global

Figure 1. Example of the initial part of an ultrafast synthetized acoustic
speech stimulus (top panel) with the German text: “Die Änderung wird,
wie d . . .” (English: “The change will, as th . . .”). The four panels (from
top) show the acoustic speech oscillogram, the speech envelope
(bandpass-filtered rectified speech signal), the positive part of its first
derivative emphasizing syllable onsets, and the pitch derivate
corresponding to amplitude modulations of higher frequencies.
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This cross-correlation procedure was conducted across all 272
MEG channels, resulting in a new MEG data set that can be
analyzed in a way similar to that of normal MEG data. In principle,
this method can be considered a kind of FIR filtering, with each
speech derivate providing a set of filter coefficients. These coeffi-
cients were normalized to a sum of absolute values = 1, allowing
for an estimation of the actual amplitude of time-locked activity in
the MEG data.

A first exploratory data analysis was performed at the level of
group-averaged data, ignoring differences in head size and head
position, in order to achieve a first crude estimation of time-locked
activity. These group data served as a basis for the computation of
time courses to determine the latency and temporal extension of
time-locked speech-related signal components.

Regarding source analysis in single individuals, the most con-
sistent dipole fit could be performed using the MEG cross-
correlation function with the pitch derivate of the acoustic signal,
resulting in a pair of dipoles that can be attributed to the approxi-
mate region of the auditory cortex (see Results). This source loca-
tion was used as a functional anatomical marker, and the sources of
M50 and M100 analogues were estimated by considering their
relative position to the pitch-related source models in the group-
averaged data.

Based on these source models (two-dipole models for envelope
[ENV] and pitch [PIT], four-dipole model for syllable onsets
[SYL]), time courses of dipole strength were extracted by means of
subspace projection. Because the derivates of the acoustic speech
signal had been normalized to a sum of absolute values equaling 1,
the amplitude of cross-correlated MEG signals, in principle, can be
interpreted in terms of actual signal strength. However, the MEG
signals are contaminated with background noise. Therefore, prior
to testing for the overall significance of correlated MEG activity,
the cross-correlation functions were normalized to the standard
deviation across samples in a late time window (600–800 ms) that,
presumably, reflects unspecific background rather than phase-
locked activity.

Depending on the kind of speech derivate considered, the
strength of phase-locked activity was measured within different
time intervals: Regarding the speech envelope, the M100-like
response was captured within a latency window extending from 90
to 110 ms. Phase-locking to syllable onsets was assessed by two
parameters. The first one quantifies the strength of the M50/M100-
like deflections in the auditory source by considering the difference
between mean dipole moment in the M50 (60–70 ms) and the
M100 (110–130 ms) time windows. The second parameter, corre-
sponding to the anterior M50 source, was defined as mean dipole
strength across the time interval of 80–90 ms. Regarding pitch
periodicity, the time course of auditory dipole strength is charac-
terized by subsequent positive and negative peaks. Therefore these
time courses were were recified and 40-Hz low-pass filtered, and
the amplitude was measured at the time point of average peak
latency (see Results).

Regarding the speech envelope, previous studies found phase-
locking predominantly in the theta band (Luo & Poeppel, 2007). To
test whether in the case of fast speech higher frequency bands are
involved as well, additional cross-correlation analyses differen-
tially considered bandpass-filtered MEG data sets. To these ends,
the original MEG data were split into theta (3–7.5 Hz), alpha (8.5–
12.5 Hz), and beta (13.5–30 Hz) bands by bandpass filtering and
were subsequently cross-correlated with the speech envelope.
Using the dipole pair from the ENV analysis as a source model,
left- and right-hemiphere time courses of dipole strength were
derived separately for theta, alpha, and beta data.

Statistical Analysis

Using multiple t tests, first, the significance of phase locking was
determined separately for all conditions, speech derivates, and
source locations. Because no correction for multiple testing was
performed, single values might accidentally reach the significance
threshold and, therefore, should be considered as descriptive
parameters. However, in case the majority of values is significant,
their overall pattern may give an overview regarding the signifi-
cance of phase-locking across conditions and source locations.

Second, a series of repeated measures analyses of variance
(ANOVAs) was performed in order to test the influence of speech
rate (moderately fast vs. ultrafast), type (natural vs. synthetic) as
well as hemisphere effects on the strength of phase-locking. Sta-
tistical analysis was performed with PASW 18 (Polar Engeneering
and Consulting, http//www.winwrap.com).

Results

Descriptive Analysis of Group-Averaged MEG Data

Cross-correlation of the MEG data with the speech events consid-
ered resulted in derived time courses, representing the temporal
shift of the acoustic signal against the MEG data. Prior to the
consideration of correlating signal components in individual sub-
jects, group averages were used in order to obtain—as a first
exploratory approach—descriptive data on latency values and field
distributions. This method, on the one hand, “smooths down” the
data by ignoring individual differences in brain anatomy and head
position but, on the other, enhances the signal-to-noise ratio for the
signal characteristics most consistent across subjects.

1. The MEG cross-correlation function with the speech envelope
nicely resembled auditory evoked fields in response to single
syllables. Figure 2 shows that the latency of the peak of global

Figure 1. Example of the initial part of an ultrafast synthetized acoustic
speech stimulus (top panel) with the German text: “Die Änderung wird,
wie d . . .” (English: “The change will, as th . . .”). The four panels (from
top) show the acoustic speech oscillogram, the speech envelope
(bandpass-filtered rectified speech signal), the positive part of its first
derivative emphasizing syllable onsets, and the pitch derivate
corresponding to amplitude modulations of higher frequencies.
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MEG cross-correlation with pitch signal

onset. However, the analysis interval had to be slightly shifted
and/or modified in width to avoid obviously incorrect dipole loca-
tions in a few cases. Furthermore, in 2 subjects acceptable coordi-
nates at both sides could only be achieved by using the restriction
of bilateral-symmetric positions. Regarding the M100-like field
and, in particular, the anterior component of the M50-like deflec-
tion, it was not possible to obtain consistent dipole locations in all
subjects, due to asymmetries, differences in latency, and the pres-
ence of additional field components. Therefore, the coordinates of
these dipoles were estimated on the basis of the topographic rela-
tions between sources obtained in the above-described group
analysis, using the pitch dipoles as a functional-anatomical marker
for each subject. In other words, the individual source locations of
M50/M100 four-dipole models were computed by adding their
spatial differences to the PIT dipole coordinates, the differences
being measured in the group data. The orientations of these esti-
mated individual M100 and anterior M50 dipoles were also

adopted from the group analyses. Using these individual source
locations, time courses of dipole strength were derived from sub-
space projections of the cross-correlated MEG data onto the
respective dipole model exemplified for the pitch data in the lower
panels of Figure 5. Regarding phase locking to syllable onsets,
Figure 6 shows the group-averaged time courses of both the M50/
M100 auditory (blue) and the anterior components (red; combined
to a four-dipole model). Testing for the significance of phase-
locking relied upon the time courses of dipole strength, rescaled in
proportion to the magnitude of unspecific background activity as
estimated within a late (600–800 ms) time window of the respec-
tive cross-correlation functions. The mean value across this late
interval was defined as zero, and the standard deviation was set to
a value of 1, resulting in z-scores based on unspecific background
activity. Scores above a value of 2 can roughly be considered as
exceeding the 95% confidence interval of the underlying distribu-
tion, that is, non-time-locked background activity.

Figure 5. Top panel: Anatomical source location of pitch-related phase-locked activity, exemplified for the left hemisphere in four subjects. Lower panels:
Time course of the MEG cross-correlation function with pitch periodicity for moderately fast (left panels) and ultrafast (right panels) natural (upper panels)
and synthetic (lower panels) speech in the subspace projection of the MEG data onto the left- (green) and right-hemisphere (red) auditory dipole sources (data
from a single subject).
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Methods

• 17 younger (18-27 yrs), 23 older adults (61-78)

• 2 spoken passages (male) x 60 s x 3 trials

• Previously acquired dataset (Presacco et al., 2016a, b)

• Neural source localized TRFs (Brodbeck et al., 2018)

• Regions of interests (ROIs)
- cortical (temporal lobe)

- subcortical (includes brainstem & thalamus)



• Two stimulus predictor variables
- Carrier (70 - 300 Hz bandpass filter)

- High frequency envelope (HFE)

• take auditory spectrogram (Yang & Shamma, 1992)

• extract 300 - 4000 Hz components, bandpass 
at 70 - 300 Hz, sum over bands

Speech Representations



Speech Representations

High frequency envelope (HFE)

Carrier

Auditory Spectrogram

Stimulus Waveform

70 - 300 Hz

70 - 300 Hz



Methods
• Causal IIR filter with minimum phase distortion

- Bessel filter (3rd order)

- Maximally flat group delay*

• Neural source localized TRFs (Brodbeck et al., 2018)

- Estimate TRFs with Boosting (temporally sparse)

- TRF at every virtual source dipole (voxel) 
throughout the Regions of Interest

- HFE & Carrier compete against each 
other to explain response variance
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TRF Source Analysis
Younger

Older

n.s.

Prediction 
accuracy much 
larger for cortical 
than subcortical 
regions

For younger adults only 
prediction accuracy larger 

for right hemisphere 

:

Lateralization

Prediction accuracy (volume space)

Younger

Older

L R

L R

L R

L R



TRF Results
High Frequency Envelope

Younger

Older

Cortical ROI

older vs younger not significantly different

Response latency and amplitude ➡ predominantly cortical origin

35
ms

time (ms)

Sub-cortical ROI

time (ms)

35
ms

left
right
midline
n.s.

L R

L R

L R

L R



• Predominantly cortical origin
- Cortical ROI amplitude >> subcortical ROI

- Cortical latency (~35 ms) for both ROIs

• Observed subcortical TRFs consistent with 
MEG-leakage-artifact cortical TRFs

• MEG subcortical contributions not ruled out
- but much weaker than cortical

- would need more statistical power to see

• Proceed assuming cortical origin
- consistent with M50 neural source, Core AC

Source Localization



TRF Source Analysis

Younger

Older

Younger

Older

Prediction accuracy 
comparable across 
age groups

For younger adults only 
prediction accuracy larger 

for right hemisphere 

:

Lateralization

Prediction accuracy
(cortical surfaces)



Cortical TRF Results

Younger

Older

High Frequency Envelope

older vs younger not significantly different

Cortical response driven predominantly by High Frequency Envelope

35
ms

time (ms)

Carrier

left
right
n.s.

35
ms

time (ms)

HFE TRF significantly greater than carrier TRF (old & young)



Frequency Distributions
TRF Frequency Responses

TRF peak at ~84 Hz
Robust across age group & stimulus representation

TRF peak frequency arises from cortical constraints, not stimulus

frequency (Hz)

Stimulus Representation
Frequency Responses

Stimulus representations: 
higher, and different, peak frequencies

0 25 50 75 100 125 150 175 200
frequency (Hz)

0 25 50 75 100 125 150 175 200
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Summary I
• MEG responses to continuous speech 

dominated by cortical sources with peak 
frequency ~ 85 Hz

- peak latency varies 30 – 40 ms across subjects

- consistent with M50 origin, core auditory 
cortex

- onset significant at 13 ms

- cannot rule out subcortical contributions

- frequency specificity not driven by stimulus 
spectrum directly



Summary II

• Responses dominated by High Frequency 
Envelope more than Carrier

- Perhaps entirely High Frequency Envelope

• Right hemisphere lateralization
- Only significant for younger listeners

• Absence of age-related differences(!)
- Disagrees with low frequency cortical responses

- Disagrees with high frequency EEG responses
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