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Abstract
Humans are able to segregate auditory objects in a complex acoustic scene,
through an interplay of bottom-up feature extraction and top-down selective at-
tention in the brain. The detailed mechanism underlying this process is largely
unknown and the ability to mimic this procedure is an important problem in ar-
tificial intelligence and computational neuroscience. We consider the problem of
decoding the attentional state of a listener in a competing-speaker environment
from magnetoencephalographic (MEG) recordings from the human brain. We de-
velop a behaviorally inspired state-space model to account for the modulation of
the MEG with respect to attentional state of the listener. We construct a decoder
based on the maximum a posteriori (MAP) estimate of the state parameters via
the Expectation-Maximization (EM) algorithm. The resulting decoder is able to
track the attentional modulation of the listener with multi-second resolution using
only the envelopes of the two speech streams as covariates. We present simula-
tion studies as well as application to real MEG data from two human subjects.
Our results reveal that the proposed decoder provides substantial gains in terms of
temporal resolution, complexity, and decoding accuracy.

1 Introduction
Segregating a speaker of interest in a multi-speaker environment is an effortless task we routinely
perform. It has been hypothesized that after entering the auditory system, the complex auditory sig-
nal resulted from concurrent sound sources in a crowded environment is decomposed into acoustic
features. An appropriate binding of the relevant features, and discounting of others, leads to forming
the percept of an auditory object [1, 2, 3]. The complexity of this process becomes tangible when
one tries to synthesize the underlying mechanism known as the cocktail party problem [4, 5, 6, 7].

In a number of recent studies it has been shown that concurrent auditory objects even with highly
overlapping spectrotemporal features, are neurally encoded as a distinct object in auditory cortex
and emerge as fundamental representational units for high-level cognitive processing [8, 9, 10]. In
the case of listening to speech, it has recently been demonstrated by Ding and Simon [8], that the
auditory response manifested in MEG is strongly modulated by the spectrotemporal features of the
speech. In the presence of two speakers, this modulation appears to be strongly correlated with the
temporal features of the attended speaker as opposed to the unattended speaker (See Figure 1–A).
Previous studies employ time-averaging across multiple trials in order to decode the attentional state
of the listener from MEG observations. This method is only valid when the subject is attending to a
single speaker during the entire trial. In a real-world scenario, the attention of the listener can switch
dynamically from one speaker to another. Decoding the attentional target in this scenario requires a
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Figure 1: A) Schematic depiction of auditory object encoding in the auditory cortex. B) The MEG
magnetic field distribution of the first DSS component shows a stereotypical pattern of neural activity
originating separately in the left and right auditory cortices. Purple and green contours represent the
magnetic field strength. Red arrows schematically represent the locations of the dipole currents,
generating the measured magnetic field. C) An example of the TRF, estimated from real MEG data.
Significant TRF components analogous to the well-known M50 and M100 auditory responses are
marked in the plot.

dynamic estimation framework with high temporal resolution. Moreover, the current techniques use
the full spectrotemporal features of the speech for decoding. It is not clear whether the decoding can
be carried out with a more parsimonious set of spectrotemporal features.

In this paper, we develop a behaviorally inspired state-space model to account for the modulation
of MEG with respect to the attentional state of the listener in a double-speaker environment. MAP
estimation of the state-space parameters given MEG observations is carried out via the EM algo-
rithm. We present simulation studies as well as application to experimentally acquired MEG data,
which reveal that the proposed decoder is able to accurately track the attentional state of a listener
in a double-speaker environment while selectively listening to one of the two speakers. Our method
has three main advantages over existing techniques. First, the decoder provides estimates with sub-
second temporal resolution. Second, it only uses the envelopes of the two speech streams as the
covariates, which is a substantial reduction in the dimension of the spectrotemporal feature set used
for decoding. Third, the principled statistical framework used in constructing the decoder allows us
to obtain confidence bounds on the estimated attentional state.

The paper is organized as follows. In Section 2, we introduce the state-space model and the proposed
decoding algorithm. We present simulation studies to test the decoder in terms of robustness with
respect to noise as well as tracking performance and apply to real MEG data recorded from two
human subjects in Section 3. Finally, we discuss the future directions and generalizations of our
proposed framework in Section 4.

2 Methods
We first consider the forward problem of relating the MEG observations to the spectrotemporal
features of the attended and unattended speech streams. Next, we consider the inverse problem
where we seek to decode the attentional state of the listener given the MEG observations and the
temporal features of the two speech streams.

2.1 The Forward Problem: Estimating the Temporal Response Function

Consider a task where the subject is passively listening to a speech stream. Let the discrete-
time MEG observation at time t, sensor j, and trial r be denoted by xt,j,r, for t = 1, 2, · · · , T ,
j = 1, 2, · · · ,M and r = 1, 2, · · · , R. The stimulus-irrelevant neural activity can be removed using
denoising source separation (DSS) [11]. The DSS algorithm is a blind source separation method
that decomposes the data into T temporally uncorrelated components by enhancing consistent com-
ponents over trials and suppressing noise-like components of the data, with no knowledge of the
stimulus or timing of the task. Let the time series y1,r, y2,r, · · · , yT,r denote the first significant
component of the DSS decomposition, denoted hereafter by MEG data. In an auditory task, this
component has a field map which is consistent with the stereotypical auditory response in MEG
(See Figure 1–B). Also, letEt be the speech envelope of the speaker at time t in dB scale. In a linear
model, the MEG data is linearly related to the envelope of speech as:

yt,r = τt ∗ Et + vt,r, (1)
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