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Speech Perception Is Largely 
Invariant to the Auditory Background 

invariant perception variable acoustics 



Important Examples of 
Acoustic Variations of Speech 

with a competing 
speech stream 

embedded 
in noise 

reduced spectral 
resolution 

top down selection bottom up extraction recognition 



Acoustic Variations of Speech & 
Visual Analogies 

competing objects 
(informational masking) 

shadow 
(energetic masking) 

blurring 
(recognition) 



Speech as an Auditory Object 

auditory object 

auditory scene 

Griffiths & Warren, 2004 
Shamma, Elhilali & Micheyl, 2011 

visual object 

visual scene 



Auditory-object Based Neural 
Representation in Auditory Cortex? 

    MEG response 
from auditory cortex 



The Questions to Address	
  

1.  Neural entrainment to speech as a 
correlate of invariant perception of 
auditory objects? 

 (Poeppel & Giraud, 2012; Shamma et al. 2011; 
 Schroeder and Lakatos, 2009) 

 
2. Which aspects of neural responses are 

 influenced by acoustic degradation? 



Experimental Paradigm 

§  Cortical activity was continuously 
recorded using MEG, while the subjects 
were listening to a story. 

§  Each stimulus is 1 minute in duration, and 
the subjects answer comprehension 
questions after each section. 



Neural Encoding of Degraded Speech: 
Competing Speech Streams 

speech presented 
with a competing 
speech stream 

speech 
embedded 

in noise 

speech with 
reduced spectral 

resolution 



Listen to One Speaker while Another 
Speaker Talking in the Background	
  

Experimental Details 
•  a female speaker + a male speaker, 

 each narrating a story. 

•  The subjects attended to one speaker, and 
answer comprehension questions. 

•  The intensity ratio between the two speakers 
vary between -8 and 8 dB, and speech 
intelligibility remains above 50%. 



Stimulus-based Cortical Encoding? 

rhythm it is synchronized to. Critically, bottom-up neural adaptation
to sound intensity is also investigated. Neural adaptation also
determines whether a neural representation is object-based based
or not, depending on which sound stream (or mixture) the neural
representation adapts to. We do this by analyzing the phase-
locked neural activity when the intensity of the attended speaker
and the background speaker is manipulated separately (Fig. 1C).
These hypothesized, object-specific neural representations are
investigated and revealed, using single-trial neural recordings and
an advanced neural decoding method that parallels state-of-the-
art analysis methods used in functional MRI (fMRI) (23) and
intracranial recording (24, 25).

Results
Deciphering the Spatial-Temporal Code for Individual Speakers. In
the first experiment, listeners selectively listened to one of two
competing speakers of different sex, mixed into a single acoustic
channel with equal intensity. To probe object-specific neural rep-
resentations, we reconstructed the temporal envelope of each of
the two simultaneous speech streams by optimally integrating
MEG activity over time and space (i.e., sensors). Such a recon-
struction of the envelope of each speech stream, rather than the
physical stimulus, can be successful only if the stimulus mixture is
neurally segregated (“unmixed”) and the speech streams of the two
speakers are represented differentially. We first reconstructed the
temporal envelope of the attended speech. Fig. 2A shows repre-
sentative segments of the different envelopes reconstructed by this
decoder, from listeners hearing the identical speech mixture but
attending to different speakers in it. Clearly, the reconstructed
envelope depends strongly on the attentional focus of the listener
and resembles the envelope of the attended speech. At the single-
subject level and the single-trial level, the reconstructed envelope is

more strongly correlated with the envelope of the attended speaker
than of the unattended speaker (P < 0.001, paired permutation
test; Fig. 2B, Left). This attention-dependent neural reconstruction
is seen in 92% of trials (Fig. S1).
We also reconstructed the temporal envelope of the back-

ground speech using a second decoder that integrates neural
activity spatiotemporally in a different way. The result of this
reconstruction is indeed more correlated with the envelope of the
background speech rather than of the attended speech (P < 0.005,
paired permutation test; Fig. 2B, Right). Therefore, by integrating
the temporal and spatial neural responses in two distinct ways, the
attended and background speech can be successfully decoded
separately. On average, the reconstruction for the background
speech is more correlated with the background speech in 73% of
the trials from individual subjects (Fig. S1; significantly above
chance level; P < 0.002, binomial test). In this experiment, the
speakers are of opposite sex, but the neural representations of
segregated speech streams can be similarly demonstrated even for
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Fig. 1. Illustration of object-based neural representations. Here, the audi-
tory scene is illustrated using a mixture of two concurrent speech streams.
(A) If a complex auditory scene is not neurally parsed into separate auditory
objects, cortical activity (Upper, curve) phase locks to the temporal envelope
of the physical stimulus [i.e., the acoustic mixture (Lower, waveform)]. (B) In
contrast, using the identical stimulus (but illustrated here with the unmixed
instances of speech in different colors), for a hypothetical neural represen-
tation of an individual auditory object, neural activity would instead selec-
tively phase lock to the temporal envelope only of that auditory object. (C)
Neural representation of an auditory object should, furthermore, neurally
adapt to an intensity change of its own object (Upper) but should remain
insensitive to intensity changes in another auditory object (Lower). Neither of
these modifications to the acoustic stimulus therefore significantly changes the
neural representation (comparing A and C ).
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Fig. 2. Decoding the cortical representation specific to each speech stream.
(A) Examples of the envelope reconstructed from neural activity (black),
superimposed on the actual envelope of the attended speech when pre-
sented in isolation (gray). (Upper and Lower) Different envelopes are
decoded from neural responses to identical stimuli, depending on whether
the listener attends to one or the other speaker in the speech mixture, with
each resembling the envelope of the attended speech. Here, the signals, 5 s
in duration, are averaged over three trials for illustrative purposes, but all
results in the study are based on single-trial analysis. (B) Two separate
decoders reconstruct the envelope of the attended and background speech,
respectively, from their separate spatial-temporal neural responses to the
speech mixture. The correlation between the decoded envelope and the
actual envelope of each speech stream is shown in the bar graph (averaged
over trials and speakers), with each error bar denoting 1 SEM across subjects
(**P < 0.005, paired permutation test). The separate envelopes reconstructed
by the two decoders selectively resemble that of attended and background
speech, demonstrating a separate neural code for each speech stream.
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Object-based Cortical Encoding? 
(A) Invariant to the Background 

rhythm it is synchronized to. Critically, bottom-up neural adaptation
to sound intensity is also investigated. Neural adaptation also
determines whether a neural representation is object-based based
or not, depending on which sound stream (or mixture) the neural
representation adapts to. We do this by analyzing the phase-
locked neural activity when the intensity of the attended speaker
and the background speaker is manipulated separately (Fig. 1C).
These hypothesized, object-specific neural representations are
investigated and revealed, using single-trial neural recordings and
an advanced neural decoding method that parallels state-of-the-
art analysis methods used in functional MRI (fMRI) (23) and
intracranial recording (24, 25).

Results
Deciphering the Spatial-Temporal Code for Individual Speakers. In
the first experiment, listeners selectively listened to one of two
competing speakers of different sex, mixed into a single acoustic
channel with equal intensity. To probe object-specific neural rep-
resentations, we reconstructed the temporal envelope of each of
the two simultaneous speech streams by optimally integrating
MEG activity over time and space (i.e., sensors). Such a recon-
struction of the envelope of each speech stream, rather than the
physical stimulus, can be successful only if the stimulus mixture is
neurally segregated (“unmixed”) and the speech streams of the two
speakers are represented differentially. We first reconstructed the
temporal envelope of the attended speech. Fig. 2A shows repre-
sentative segments of the different envelopes reconstructed by this
decoder, from listeners hearing the identical speech mixture but
attending to different speakers in it. Clearly, the reconstructed
envelope depends strongly on the attentional focus of the listener
and resembles the envelope of the attended speech. At the single-
subject level and the single-trial level, the reconstructed envelope is

more strongly correlated with the envelope of the attended speaker
than of the unattended speaker (P < 0.001, paired permutation
test; Fig. 2B, Left). This attention-dependent neural reconstruction
is seen in 92% of trials (Fig. S1).
We also reconstructed the temporal envelope of the back-

ground speech using a second decoder that integrates neural
activity spatiotemporally in a different way. The result of this
reconstruction is indeed more correlated with the envelope of the
background speech rather than of the attended speech (P < 0.005,
paired permutation test; Fig. 2B, Right). Therefore, by integrating
the temporal and spatial neural responses in two distinct ways, the
attended and background speech can be successfully decoded
separately. On average, the reconstruction for the background
speech is more correlated with the background speech in 73% of
the trials from individual subjects (Fig. S1; significantly above
chance level; P < 0.002, binomial test). In this experiment, the
speakers are of opposite sex, but the neural representations of
segregated speech streams can be similarly demonstrated even for
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Fig. 1. Illustration of object-based neural representations. Here, the audi-
tory scene is illustrated using a mixture of two concurrent speech streams.
(A) If a complex auditory scene is not neurally parsed into separate auditory
objects, cortical activity (Upper, curve) phase locks to the temporal envelope
of the physical stimulus [i.e., the acoustic mixture (Lower, waveform)]. (B) In
contrast, using the identical stimulus (but illustrated here with the unmixed
instances of speech in different colors), for a hypothetical neural represen-
tation of an individual auditory object, neural activity would instead selec-
tively phase lock to the temporal envelope only of that auditory object. (C)
Neural representation of an auditory object should, furthermore, neurally
adapt to an intensity change of its own object (Upper) but should remain
insensitive to intensity changes in another auditory object (Lower). Neither of
these modifications to the acoustic stimulus therefore significantly changes the
neural representation (comparing A and C ).
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Fig. 2. Decoding the cortical representation specific to each speech stream.
(A) Examples of the envelope reconstructed from neural activity (black),
superimposed on the actual envelope of the attended speech when pre-
sented in isolation (gray). (Upper and Lower) Different envelopes are
decoded from neural responses to identical stimuli, depending on whether
the listener attends to one or the other speaker in the speech mixture, with
each resembling the envelope of the attended speech. Here, the signals, 5 s
in duration, are averaged over three trials for illustrative purposes, but all
results in the study are based on single-trial analysis. (B) Two separate
decoders reconstruct the envelope of the attended and background speech,
respectively, from their separate spatial-temporal neural responses to the
speech mixture. The correlation between the decoded envelope and the
actual envelope of each speech stream is shown in the bar graph (averaged
over trials and speakers), with each error bar denoting 1 SEM across subjects
(**P < 0.005, paired permutation test). The separate envelopes reconstructed
by the two decoders selectively resemble that of attended and background
speech, demonstrating a separate neural code for each speech stream.
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Object-based Cortical Encoding? 
(B) Invariant to Basic Acoustic Variations 

rhythm it is synchronized to. Critically, bottom-up neural adaptation
to sound intensity is also investigated. Neural adaptation also
determines whether a neural representation is object-based based
or not, depending on which sound stream (or mixture) the neural
representation adapts to. We do this by analyzing the phase-
locked neural activity when the intensity of the attended speaker
and the background speaker is manipulated separately (Fig. 1C).
These hypothesized, object-specific neural representations are
investigated and revealed, using single-trial neural recordings and
an advanced neural decoding method that parallels state-of-the-
art analysis methods used in functional MRI (fMRI) (23) and
intracranial recording (24, 25).

Results
Deciphering the Spatial-Temporal Code for Individual Speakers. In
the first experiment, listeners selectively listened to one of two
competing speakers of different sex, mixed into a single acoustic
channel with equal intensity. To probe object-specific neural rep-
resentations, we reconstructed the temporal envelope of each of
the two simultaneous speech streams by optimally integrating
MEG activity over time and space (i.e., sensors). Such a recon-
struction of the envelope of each speech stream, rather than the
physical stimulus, can be successful only if the stimulus mixture is
neurally segregated (“unmixed”) and the speech streams of the two
speakers are represented differentially. We first reconstructed the
temporal envelope of the attended speech. Fig. 2A shows repre-
sentative segments of the different envelopes reconstructed by this
decoder, from listeners hearing the identical speech mixture but
attending to different speakers in it. Clearly, the reconstructed
envelope depends strongly on the attentional focus of the listener
and resembles the envelope of the attended speech. At the single-
subject level and the single-trial level, the reconstructed envelope is

more strongly correlated with the envelope of the attended speaker
than of the unattended speaker (P < 0.001, paired permutation
test; Fig. 2B, Left). This attention-dependent neural reconstruction
is seen in 92% of trials (Fig. S1).
We also reconstructed the temporal envelope of the back-

ground speech using a second decoder that integrates neural
activity spatiotemporally in a different way. The result of this
reconstruction is indeed more correlated with the envelope of the
background speech rather than of the attended speech (P < 0.005,
paired permutation test; Fig. 2B, Right). Therefore, by integrating
the temporal and spatial neural responses in two distinct ways, the
attended and background speech can be successfully decoded
separately. On average, the reconstruction for the background
speech is more correlated with the background speech in 73% of
the trials from individual subjects (Fig. S1; significantly above
chance level; P < 0.002, binomial test). In this experiment, the
speakers are of opposite sex, but the neural representations of
segregated speech streams can be similarly demonstrated even for
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Fig. 1. Illustration of object-based neural representations. Here, the audi-
tory scene is illustrated using a mixture of two concurrent speech streams.
(A) If a complex auditory scene is not neurally parsed into separate auditory
objects, cortical activity (Upper, curve) phase locks to the temporal envelope
of the physical stimulus [i.e., the acoustic mixture (Lower, waveform)]. (B) In
contrast, using the identical stimulus (but illustrated here with the unmixed
instances of speech in different colors), for a hypothetical neural represen-
tation of an individual auditory object, neural activity would instead selec-
tively phase lock to the temporal envelope only of that auditory object. (C)
Neural representation of an auditory object should, furthermore, neurally
adapt to an intensity change of its own object (Upper) but should remain
insensitive to intensity changes in another auditory object (Lower). Neither of
these modifications to the acoustic stimulus therefore significantly changes the
neural representation (comparing A and C ).
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Fig. 2. Decoding the cortical representation specific to each speech stream.
(A) Examples of the envelope reconstructed from neural activity (black),
superimposed on the actual envelope of the attended speech when pre-
sented in isolation (gray). (Upper and Lower) Different envelopes are
decoded from neural responses to identical stimuli, depending on whether
the listener attends to one or the other speaker in the speech mixture, with
each resembling the envelope of the attended speech. Here, the signals, 5 s
in duration, are averaged over three trials for illustrative purposes, but all
results in the study are based on single-trial analysis. (B) Two separate
decoders reconstruct the envelope of the attended and background speech,
respectively, from their separate spatial-temporal neural responses to the
speech mixture. The correlation between the decoded envelope and the
actual envelope of each speech stream is shown in the bar graph (averaged
over trials and speakers), with each error bar denoting 1 SEM across subjects
(**P < 0.005, paired permutation test). The separate envelopes reconstructed
by the two decoders selectively resemble that of attended and background
speech, demonstrating a separate neural code for each speech stream.
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MEG  Responses Decoder Stimulus  Envelope

...

Data Analysis: a Decoding Approach 

2  second

speech  envelope  reconstructed  from  MEG  response
stimulus  speech  envelope

(subject R1141) 
 

Ding & Simon, J Neurophys (2012) 

MEG responses speech envelope spatial-temporal 
decoder 

The correlation between stimulus and reconstructed 
envelope is a measure of neural encoding accuracy. 



0

Decoding Speech Envelopes 
from the MEG Responses 

Cortical representation 
of the attended speech 
is invariant to the 
relative intensity of the 
speaker. 

(Ding & Simon, PNAS 2012) 

attended 

chance level 

Relative Intensity of the 
Attended Speaker (dB) 

.1 

.2 



0

Decoding Speech Envelopes 
from the MEG Responses 

(Ding & Simon, PNAS 2012) 
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0

Decoding Speech Envelopes 
from the MEG Responses 

The neural response 
carries more 
information about the 
attended speaker 
than the unattended 
speaker. 

(Ding & Simon, PNAS 2012) 
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Phase Coherence Spectrum 
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Delta and theta band responses are both 
modulated by top-down attention. 



Cortical Entrainment Is Strongly 
Modulated by Top-down Attention 

•  Cortical activity is predominantly entrained 
to the attended speech stream, even when 
the competing stream is much louder. 

•  Both delta and theta band responses are 
strongly modulated by attention. 



Neural Encoding of Degraded Speech: 
Speech in Noise 
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Stationary Noise Strongly 
Interferes with Speech 
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Neural Entrainment to Speech 
Is Robust to Noise 
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Frequency Dependent 
Noise Susceptibility	
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Delta band activity is robust to noise. 
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Theta band activity is sensitive to noise. 
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Response Coherence vs. 
Stimulus Power	
  

Neural Response Stimulus Envelope 

The frequency-dependent robustness of the neural 
response is acoustic properties of the stimulus. 

Q +6 +2

SNR  (dB)

2  Hz

P
o
w
e
r

20  dB

4  Hz

6  Hz

8  Hz

10  Hz

0

0.1

0.2

Q +6 +2

SNR  (dB)

2  Hz

4  Hz

6  Hz

8  Hz

10  Hz

Q +6 +2

SNR  (dB)

2  Hz

P
o
w
e
r

20  dB

4  Hz

6  Hz

8  Hz

10  Hz

0

0.1

0.2

Q +6 +2

SNR  (dB)

2  Hz

4  Hz

6  Hz

8  Hz

10  Hz



Q +6 +2

SNR  (dB)

2  Hz

P
o
w
e
r

20  dB

4  Hz

6  Hz

8  Hz

10  Hz

0

0.1

0.2

Q +6 +2

SNR  (dB)

2  Hz

4  Hz

6  Hz

8  Hz

10  Hz

Frequency Dependency of 
Response Stability	
  

Theta band activity is sensitive to noise. 
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In noisy environments, 
individual subjects’ speech 
score is predicted by low-
frequency (<4 Hz) neural 
entrainment to speech. 

Delta Activity Predicts 
Individual Variance of Speech Score	
  

0 25 50 75 100
0

.1

.2

.3

rated  intelligiblity  (%)

re
co
ns
tru
ct
io
n  

ac
cu
ra
cy

r = 0.79 

0

50

100

Q +6 +2
SNR  (dB)

Intelligibility (%) 



Cortical Entrainment to Speech Is 
Robust to Energetic Masking 

§  Delta band activity is largely invariant to 
background noise and predicts individual 
differences in speech perception. 

 
§  Theta band activity reflects how speech 

intelligibility is affected by noise level. 
 



Neural Encoding of Degraded Speech: 
Reduced Spectral Resolution 

speech presented 
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speech with 
reduced spectral 

resolution 

Ding, Chatterjee & Simon, in prep 



Reduce Spectral Resolution 
and Preserve Temporal Information	
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The spectral resolution of speech is 
reduced by noise band vocoding. 



Reduce Spectral Resolution 
and Preserve Temporal Information	
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The spectral resolution of speech is 
reduced by noise band vocoding. 
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Noise-robust Cortical Entrainment 
Requires Fine Spectral Resolution 
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Theta but not Delta Band Activity 
Matches Speech Score	
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Predictors for Individual Differences?	
  

0

50

100

natural 8-­band 4-­band

pe
rc
en
t

Subjective  Speech  Intelligibility

in  quiet
3  dB  SNR

in
te

lli
gi

bi
lit

y 
sc

or
e 

in noise 



Synchronization in Delta Band 
Predicts Individual’s Intelligibility Score	
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 Subjects showing better neural synchronization 
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Spectral Resolution of Speech 
Influences Cortical Synchronization 

§  Robust cortical synchronization to speech 
requires an interplay between spectral and 
temporal processing. 

§  Delta band activity reflects individual’s 
speech recognition ability. 

§  Theta band activity reflects how speech 
intelligibility is affected by acoustic 
degradation. 



Summary (I) 
Object-based Neural Representation 

§  In auditory cortex, there is a neural 
representation of the perceived auditory 
object, which is distinguishable from the 
physically presented auditory scene. 



Summary (II) 
A Hierarchy of Cortical Processing 

§  Delta band activity is very robust to 
acoustic degradation, and predicts 
individual differences in speech perception. 
 (the perception/detection of an auditory object)�

§  Theta band activity reflects how speech 
intelligibility is affected by acoustic 
degradation. 
 (the amount of decodable speech information)�



•  Thanks!	
  



•  Simon	
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  de	
  Chevinge	
  


