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Speech processing of continuous speech 
‣ Different levels observed with magnetoencephalography (MEG) / electroencephalography (EEG) 

- Acoustic processing 
- Phonetic features (e.g. Di Liberto et al., 2015, but also see Daube et al., 2019) 
- Lexical processing of phonetic information? 
- Semantic processing (e.g. Broderick et al., 2018)
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- Acoustic processing 
- Phonetic features (e.g. Di Liberto et al., 2015, but also see Daube et al., 2019) 
- Lexical processing of phonetic information? 
- Semantic processing (e.g. Broderick et al., 2018)

Lexical processing 
‣ Information from phoneme level information is integrated in a time-locked fashion for word 

perception (cohort theory)

This presentation 
‣ Measure lexical processing of phonetic information with MEG 
‣ Lexical processing in cocktail-party stimuli

Outline �2



Linear convolution model �3

Re
sp
on

se
St
im
ulu

s
Re

sp
.

St
im
ulu

s

. . .



Linear convolution model �3

Re
sp
on

se
St
im
ulu

s
Re

sp
.

St
im
ulu

s

. . .

Temporal 
Response 

Function 
(TRF)



Linear convolution model �3

Re
sp
on

se
St
im
ulu

s
Re

sp
.

St
im
ulu

s

. . .

Temporal 
Response 

Function 
(TRF)



Linear convolution model �3

Re
sp
on

se
St
im
ulu

s
Re

sp
.

St
im
ulu

s

. . .

Temporal 
Response 

Function 
(TRF)



Linear convolution model �3

Re
sp
on

se
St
im
ulu

s
Re

sp
.

St
im
ulu

s

. . .

Temporal 
Response 

Function 
(TRF)



Predicted response (Stimulus ∗ kernel)

Actual response
Estimated kernel
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Linear filter: Temporal Response Function (TRF) estimation: 

Stimulus and response are known; find the best TRF 
to produce the response from the stimulus:

Linear convolution model �4

Estimated TRF

(Stimulus * TRF)          
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Statistics
Evaluate model: 
‣ Pearson correlation: 

r(predicted response, measured response) 

Evaluate a predictor, bias-corrected (e.g., word frequency): 
‣ R of the full model 

Envelope + Word frequency + Semantic composition 
‣ R of a model with word frequency permuted 

Envelope + Permute(word frequency) + Semantic composition 
‣ Test for significant improvement across subjects 

Significance test: 
‣ Mass-univariate t-test 
‣ Threshold-free cluster enhancement  
‣ Max statistic distribution with 10,000 permutations
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Model: Acoustics
Stimulus 
‣ Audiobook excerpt (8 minutes) 

Predictors: 
‣ Acoustic spectrogram (8 bands) 
‣ Acoustic onsets (8 bands) 
‣ Phonemes (next slide) 

Predicted: 
‣ Continuous, source-localized MEG 

responses 
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Model: Phonemes

Phonemes 
‣ Modeled as impulses at phoneme onset 

Phoneme processing 
‣ Impulses scaled by relevant variable 

Word onset 
‣ Separately from word-internal phonemes
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Cohort model �8

/k…/
Graphs Pronunciation SUBTLEX Count

ca K AH 109
K AA

cab K AE B 1826
caba K AA B AH 2
cabal K AH B AA L 13
caballero K AE B AH Y EH R OW 21
cabana K AH B AE N AH 46
cabanas K AH B AE N AH Z 2
cabaret K AE B ER EY 115
cabarets K AE B ER EY Z 13
cabbage K AE B AH JH 148

K AE B IH JH
cabbages K AE B IH JH IH Z 37
cabbie K AE B IY 71
...

4447 1811951



Cohort model �9

/keı…/
Graphs Pronunciation SUBTLEX Count

cable K EY B AH L 1108
cabled K EY B AH L D 19
cablegram K EY B AH L G R AE M 10
cables K EY B AH L Z 110
cade K EY D 11
cadence K EY D AH N S 15
cadences K EY D AH N S IH Z 1
cady K EY D IY 64
caesarean K EY S ER IY N 10
caesareans K EY S ER IY N Z 1
cage K EY JH 1034

K EY JH IH
caged K EY JH D 83
...

90 52908



Cohort model �10

/keık…/
Graphs Pronunciation SUBTLEX Count

cake K EY K 2298

caked K EY K T 9

cakes K EY K S 291

3 2598



Cohort model
‣ Activation of multiple candidates 
‣ Competition for recognition
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427EYE MOVEMENTS AND SPOKEN WORD RECOGNITION

TABLE 2

Conditions Used in Experiment 1

Competitor set Condition Trials Target Distractors

Full 12 6 referent cohort rhyme unrelated
11 6 cohort referent rhyme unrelated
10 6 rhyme referent cohort unrelated
9 6 unrelated referent cohort rhyme

Cohort 8 6 referent cohort unrelated unrelated
7 6 cohort referent unrelated unrelated
6 12 unrelated referent cohort unrelated

Rhyme 5 6 referent rhyme unrelated unrelated
4 6 rhyme referent unrelated unrelated
3 12 unrelated referent rhyme unrelated

Noncompetitor 2 6 referent unrelated unrelated unrelated
1 18 unrelated referent unrelated unrelated

that they were to see during the experiment. calibration purposes) appeared on the monitor.
Then, line drawings of the stimuli appeared onThese items were each named by the experi-

menter. Subsequently, they were again shown the grid, with a cross in the center cell. A
schematic of the grid with the pictures from athe grid. During the second viewing, partici-

pants were asked to name each of the objects full competitor set with beaker as the referent
is presented in Fig. 3. The line drawings foraloud. If the participant incorrectly named an

object, they were corrected by the experi- each trial were placed in the cells on the grid
that were directly adjacent to the center crossmenter and shown the object again. With one

exception, participants correctly named all of so that each would be an equal distance from
the fixation cross. Each cell in the grid wasthe stimuli on their first attempt.

Eye movements were monitored using an approximately 5 1 5 cm. Participants were
seated about 57 cm from the screen. Thus, eachApplied Scientific Laboratories E4000 eye

tracker. Two cameras mounted on a light- cell in the grid subtended about 5 degrees of
weight helmet provided the input to the
tracker. The eye camera provides an infrared
image of the eye. The center of the pupil and
the first Purkinje corneal reflection are tracked
to determine the position of the eye relative
to the head. Accuracy is better than 1 degree
of arc, with virtually unrestricted head and
body movements. A scene camera is aligned
with the participant’s line of sight. A calibra-
tion procedure allows software running on a
PC to superimpose crosshairs showing the
point of gaze on a HI-8 video tape record of
the scene camera. The scene camera samples
at a rate of 30 frames per second, and each
frame is stamped with a time code. Auditory
stimuli were read aloud (as described above).
A microphone connected to the HI-8 VCR
provided an audio record of each trial.
The structure of each trial was as follows. FIG. 3. An example of a stimulus display presented to

participants.First, a 5 1 5 grid with nine crosses on it (for
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visual angle, which is well within the resolu-
tion of the tracker (better than 1 degree).
Approximately 2 s after the line drawings

appeared, the experimenter instructed the par-
ticipant to look at the center cross. Prior to
the first trial, participants were told they could
move their eyes freely until this instruction,
but then were to fixate the cross until the next
instruction. After approximately 1 s, the ex-
perimenter instructed the participant to pick
up one of the objects (e.g., ‘‘pick up the bea-
ker’’). Once the participant had clicked on the
object with the computer mouse (to pick it up),
the experimenter instructed the participant to
place it next to, above, or below one of four

FIG. 4. Probability of fixating each item type over timegeometrical figures which appeared in fixed
in the full competitor condition in Experiment 1. The datalocations on every trial (e.g., ‘‘now put it are averaged over all stimulus sets given in Table 1; the

above the triangle’’). When the subject clicked words given in the figure are examples of one set.
on the object, it was ‘‘picked up,’’ and moved
when the subject moved the mouse. The sub-
ject could therefore drag the object to an ap- caused by a participant inadvertently bumping

the eye tracker), (b) the participant did notpropriate location on the screen and then click
again to ‘‘drop’’ the object. Once the partici- maintain fixation on the cross until the appro-

priate instruction began, or (c) the participantpant had placed the object in the appropriate
square, the experimenter again instructed the never fixated the correct target. Of 1152 trials,

42 (3.6%) were not included in the analyses.participant to look at the center cross. When
the participant was looking at the cross—as These trials were evenly distributed across

conditions. The mean duration of the targetsignaled by clicking on it with the mouse (and
verified by a second experimenter monitoring words from onset to offset was 375 ms. Scor-

ing began with the frame on which the targetthe participant’s fixations)—the next trial be-
gan. The grid was then replaced by a blank word in the instruction began and continued

until the fixation prior to pick-up with thewhite screen followed by the calibration
screen. Between trials, participants could take mouse.

Figure 4 presents the fixation probabilitiesa break if they wished. Calibration was moni-
tored by the second experimenter and adjusted over time in 33-ms intervals (the sampling rate

of the video tape record) for the trials onbetween trials when necessary.
which the referent was presented with a cohort

Results and/or rhyme competitor. Fixations to the ref-
erent were averaged across the full competitorThe data were analyzed from the videotape

records using an editing VCR with frame-by- trials and the cohort-only and rhyme-only
competitor trials. Fixations to the cohort ob-frame controls and synchronized video and

audio channels. Fixations were scored by not- jects were averaged across the full competitor
and cohort-only conditions and fixations to theing which grid the participant was fixating,

beginning with the first fixation after the onset rhyme were averaged over the full competitor
and rhyme-only trials. The probabilities do notof the target word and ending with the fixation

prior to the participant moving the mouse to sum to 1 because the probability of fixating
the cross is not plotted.the correct item. Trials were not included in

the analyses if (a) the calibration became so Participants began fixating on the referent
and cohort objects more often than unrelateddegraded during a trial that fixations could

not be reliably coded (a rare event, typically objects beginning about 200 ms after the onset
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‘‘Pick up the beaker. Now put it above the diamond.’’
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K EY …

52908


(90 words)
K EY K …

2598 (5%) 

(3 words)

K EY M …

23875 (45%) 


(4 words)
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(13 words)
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Entropy
Cohort entropy 
‣ How unpredictable is the current word? 
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B EY K …

bacon

(25%)

baker

(29%)

Entropy

K EY K …

baked

(14%)

bake

(14%)

cake

(88%) cakes


(11%)

caked

(1%)

L EY K …

lake

(95%)

lakes

(5%)



Model: Phonemes

Phoneme onset 
‣ Impulse at every phoneme onset 

Cohort size 
‣ Number of words in cohort (log) 

Cohort reduction 
‣ Number of words that are removed from the cohort 

Phoneme surprisal 
‣ Related to prediction error  

Cohort entropy 
‣ Related to lexical competition
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Results: Acoustics
Acoustic features 
‣ Strong bilateral 

responses 
‣ Two main response 

peaks (as expected) 
‣ Strong responses to 

acoustic onsets 
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Results: Phonemes
No significant effect: 
‣ Cohort size 
‣ Cohort reduction 
‣ Any modulation of word-onset 

Phoneme surprisal 
‣ Left-lateralized 
‣ Related to prediction error 

Cohort entropy 
‣ Left-lateralized after excluding 

right-handers 
‣ Slightly longer latency than 

surprisal (2 stages?)  
‣ Related to lexical competition
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Word onsets
Do we… 
‣ Anticipate word boundaries based on preceding context? 
‣ Infer them later based on consistency with subsequent context?  

Norris, D., & McQueen, J. M. (2008). Shortlist B: A Bayesian model of continuous speech recognition. Psychological Review, 115(2), 357–395.
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paths are successful in explaining the data on human continuous
spoken-word recognition.

The Input to Shortlist B

A final motivation for the development of Shortlist B was the
need to improve on the account of early phonetic analysis offered
by the original Shortlist model. The input to Shortlist A is simply
a string of phonemes. The representations of those phonemes have
no internal structure, and all phonemes are treated equally. There
is therefore nothing in the input to the word-recognition process to
indicate that listeners find some phonemes more confusable than
others. Furthermore, this kind of input to word recognition is
discrete and categorical in two inappropriate ways. First, it is
discrete in temporal terms. That is, there is no overlap of evidence
for different speech sounds, as if, counterfactually, there were no
effects of coarticulation in the speech signal. Second, this kind of
input is discrete in informational terms: For any segmental position
in the input there is 100% support for one and only one phoneme.
There is, however, considerable evidence (reviewed in McQueen,
2007) to suggest that the word-recognition process is continuous in
both the temporal and informational senses. Acoustic information
modulates word recognition on a much finer time-scale than pho-
neme by phoneme, and that information concerns within-phoneme
variability. The input to Shortlist A is therefore inadequate.
To date there have been three different approaches to producing

more realistic input representations in models of spoken-word
recognition. One option is to model the input noncategorically.
The input in TRACE (TRACE II, to be more precise; McClelland
and Elman, 1986), for example, consists of a vector of phonetic
features that varies over time. Although this kind of input is more

detailed, it still involves considerable oversimplification, particu-
larly with respect to the time-course with which featural informa-
tion becomes available. Critically, this approach depends on a
largely untested set of assumptions about what evidence the lis-
tener can extract about different features (and hence phonemes) in
any stretch of input.
A second option is to construct a model that takes the raw

acoustic waveform as its input. Both TRACE I (Elman and Mc-
Clelland, 1986; McClelland & Elman, 1986) and SpeM (Scharen-
borg et al., 2005) take this approach. A limitation of this method,
once again, is that there is little reason to believe that there will be
a close mapping between the acoustic-phonetic processes and
representations in these models and those used by human listeners.
Scharenborg et al., for example, derive phonemic representations
with a conventional hidden Markov model phone recognizer, as
used in ASR systems. To the extent that this recognizer deviates
from human behavior, the results of the SpeM model as a whole
could be misleading.
A third alternative is to accept that it may be premature to expect

to produce a well-motivated model of the early stages of speech
recognition and, instead, to try to simulate these processes using
data from human phoneme or word confusions (e.g., Luce &
Pisoni, 1998). Even though this approach sidesteps the question of
how the early stages of recognition operate, it enables one to
present later stages of a model with input that corresponds more
closely to the input that would be received from the human
perceptual system. For example, if listeners have more difficulty
discriminating one pair of phonemes than another, then the input to
the model should reflect that difference. Luce and Pisoni (1998)
have used this procedure to great effect in the NAM to explain a
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Figure 1. Recognition of the phrase “The catalogue in a library,” as spoken by speaker of British English:
/ðəkætəlɒgInəlaIbrI]. The upper panel shows the competitive inhibition process that occurs among activated
candidate words in an interactive-activation model, such as Shortlist A. Words that compete for the same stretch
of input inhibit each other via direct, bidirectional inhibitory connections. Only a subset of the best-matching
candidates is shown. The lower panel illustrates the path-based search through a word lattice used in automatic
speech recognition and Shortlist B. Paths connect sequences of lexical hypotheses from a root node (R) to a
terminal node (T); not all paths or words are shown. The dashed and dotted arrows are examples of connections
between noncontiguous words (see text for details).
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Results: Word onsets

Response at word onsets 
‣ Suggests that on average, 

word onsets are processed 
immediately 

‣ Localization similar to 
acoustic responses 

‣ Opposite current direction 
of surprisal 
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Two speakers (“Cocktail Party”)
Lexical processing of unattended speech? 
‣ Hearing your name attracts attention (Cherry, 1953) 
‣ Attending to a conversation is easier when you don’t know the language in the background 
‣ Do we process words in unattended speech?
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Two speakers (“Cocktail Party”)
Lexical processing of unattended speech? 
‣ Hearing your name attracts attention (Cherry, 1953) 
‣ Attending to a conversation is easier when you don’t know the language in the background 
‣ Do we process words in unattended speech?

Stimuli 
‣ Two speakers, equal loudness 
‣ Instructions: Attend to one, ignore the other 
‣ After each segment, answer a question about the content of the attended stimulus
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Results: Two speakers
Acoustic responses 
‣ Neural representation of 

attended and unattended 
speech 

‣ Amplification of attended 
features (M100)
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Results: Two speakers
Acoustic responses 
‣ Neural representation of 

attended and unattended 
speech 

‣ Amplification of attended 
features (M100)

Attended: Lexical processing 
‣ Response patterns consistent 

with single speaker responses 
‣ Delayed responses (~15 ms)
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Results: Two speakers
Acoustic responses 
‣ Neural representation of 

attended and unattended 
speech 

‣ Amplification of attended 
features (M100)

Attended: Lexical processing 
‣ Response patterns consistent 

with single speaker responses 
‣ Delayed responses (~15 ms)

Unattended: No time-locked 
lexical processing 
‣ Lexical processing could still 

happen but in non time-locked 
fashion
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Summary
Levels of speech 
‣ Acoustic features (acoustic envelope, onsets) 
‣ Phonemes: categories or features 
‣ Lexical processing of phonemes: transformation from 

phonemes to words 
- Cohort-model: activate multiple words compatible with 

phonemes that are perceived 

Time-locked lexical processing of phonetic 
information 
‣ Modeled as information content of individual phonemes 

- Word onsets (lexical segmentation) 
- Phoneme surprisal (phoneme information content, 

predictive coding) ~110 ms 
- Lexical entropy (lexical competition) ~130 ms 

“Cocktail party” 
‣ Two concurrent speakers, attend to one and ignore the 

other 
‣ Time-locked lexical processing of only the attended speech
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Pairwise Correlations �23

 
Figure S1. Relationship between predictor variables, across all stimuli. Related to Figure 1 and Table S1. 
Each data point reflects one phoneme. Corresponding correlation values are also listed in Table S1. 

 
 
 

 
 

Figure S2. TRF peak maps. Related to Figures 2 and 4 and Table S3. Average of subject maps for all major TRF 
peaks, averaged in 60 ms windows around peaks. Black circles indicate the center of mass of each map, calculated 
as described in the Methods section and displayed on Figure 4. See Table S3 for pairwise tests of peak locations. 
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Spatial Separation �24
 

Figure S1. Relationship between predictor variables, across all stimuli. Related to Figure 1 and Table S1. 
Each data point reflects one phoneme. Corresponding correlation values are also listed in Table S1. 

 
 
 

 
 

Figure S2. TRF peak maps. Related to Figures 2 and 4 and Table S3. Average of subject maps for all major TRF 
peaks, averaged in 60 ms windows around peaks. Black circles indicate the center of mass of each map, calculated 
as described in the Methods section and displayed on Figure 4. See Table S3 for pairwise tests of peak locations. 
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