
Towards Objective Measures of 
Speech Perception

Jonathan Z. Simon
Department of Electrical & Computer Engineering
Department of Biology
Institute for Systems Research

University of Maryland

CIAP, 16 July 2019http://www.isr.umd.edu/Labs/CSSL/simonlab

http://www.isr.umd.edu/Labs/CSSL/simonlab


Objective Measures of 
Speech Perception

• What do I mean by objective measure?

‣ EEG/MEG measures of cortical activity

‣ Stimulus: naturalistic, long-duration speech

‣ Not addressed here:

- subcortical activity

- other non-invasive measures (fNIRS, fMRI)

- other forms of speech



Objective Measures of 
Speech Perception

• What do I mean by speech perception?

‣ Beyond intelligibility

‣ Allow for role of cognition

‣ Role of attention

‣ Importance of language in speech perception

‣ Importance of speech meaning (semantics)

‣ Processing effort? (not addressed here)



Outline
• Background & motivation

‣ Neural responses in time 

‣ Response prediction from a stimulus 
via Temporal Response Function (TRF) 

‣ Stimulus reconstruction from responses

• Towards objective measures of

‣ Speech intelligibility

‣ Lexical processing of speech

‣ Semantic processing of speech
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Predicted response (Stimulus ∗ kernel)

Actual response
Estimated kernel
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Linear filter: Temporal Response Function (TRF) estimation: 
Stimulus and response are known; find the best TRF 
 to produce the response from the stimulus:

Estimated TRF

(Stimulus * TRF)          

Predicting EEG/MEG Responses



Predicted response (Stimulus ∗ kernel)

Actual response
Estimated kernel

Re
sp
.

St
im
.

Stimulus and response are known; find the best linear kernel
to produce the response from the stimulus:

Linear kernel estimation:

Re
sp
.

St
im
.

. . .

Convolving the same kernel with a more dense signal:

Re
sp
on

se

Re
sp
.

St
im
ulu

s

Convolve (∗) a kernel with a sparse signal

Linear filter: Temporal Response Function (TRF) estimation: 
Stimulus and response are known; find the best TRF 
 to produce the response from the stimulus:

Estimated TRF

(Stimulus * TRF)          

Predicting EEG/MEG Responses



Stimulus Reconstruction in Time



Stimulus Reconstruction in Time

"Decoder"
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Stimulus Reconstruction in Time

Stimulus Reconstruction: 
Stimulus and response are known;

Find the best matrix in time and space to 
produce the stimulus from the response
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Stimulus Reconstruction in Time

Stimulus Reconstruction: 
Stimulus and response are known;

Find the best matrix in time and space to 
produce the stimulus from the response



Cortical Representations of 
Continuous Speech

• For long duration continuous speech

• Encoding & decoding (complementary)

• Linear model

• Acoustics: spectrotemporal envelope

• Envelope rates: ~ 1 - 10 Hz
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DRAFT

terpretation of the results is complicated by the fact that
speech intelligibility could fluctuate over time due to the use
of running speech as a stimulus, and because subjective rat-
ings were used as a measure of speech intelligibility instead of
standardized speech audiometry.

We developed an objective measure of neural processing
of the speech envelope based on this correlation method and
compared it with behaviorally measured speech intelligibility
(Figure 1). We used EEG rather than MEG, as it is ubiq-
uitous, can be implemented on a large scale, and may open
avenues for clinical application. We used the same stimulus in
a behavioral and EEG experiment: the Flemish Matrix cor-
pus, consisting of sentences with a fixed structure (name verb
numeral adjective object), where each element is selected from
a closed set of ten. These sentences sound perfectly natural,
but are grammatically trivial and completely unpredictable,
thus minimizing the effect of higher order language processing.
They are divided in lists of 20 sentences which have been
shown to yield similar behavioral speech intelligibility scores.
Such validated tests, consisting of a standardized corpus of
sentences, are currently the gold standard in measuring speech
intelligibility, both in research and clinical practice. We com-
bined the sentences with speech spectrum weighted noise at
various signal to noise ratios (SNRs). The test subjects were
young, normal-hearing individuals, with Flemish as their na-
tive language, recruited from our university student population
to ensure normal language processing and cognitive function
(more details are given in the supporting information).

Results

Behavioral speech intelligibility was characterized by the
speech reception threshold (SRT), i.e., the SNR yielding 50%
intelligibility. It was obtained by fitting an sigmoid function∗

to the SNR-versus-intelligibility points for each subject indi-
vidually (e.g., Figure 2a). The mean of the individual SRTs
was -7.4 dB with an inter-subject standard deviation of 1.3 dB,
ranging from -9.9 dB to -4.7 dB.

∗The used sigmoid is defined by the formula S(SNR) = γ + (1 − γ − λ) 1

1+e
− SNR−α

β
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(a) The percentage of words correctly
understood increases with increasing
SNR. The blue line is a sigmoid function
fitted on these data, from which we can
estimate the speech reception threshold
(SRT).
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(b) The Spearman correlation between
actual speech envelope and speech en-
velope extracted from the EEG response
increases with increasing SNR. The blue
line is a sigmoid function fitted on these
data, from which we can estimate our ob-
jective measure, the correlation thresh-
old (CT).

Fig. 2. Objective and behavioral results for one subject.

To obtain the objective measure, Matrix sentences at var-
ious SNRs were presented to the subjects while their EEG
was recorded. We calculated individual decoders from EEG to
speech envelope for each subject. The objective measure was
inspired by the behavioral one in the sense that we obtained a
score for a range of SNRs and then fitted an sigmoid function.
The score was calculated as the Spearman correlation between
the actual and the decoded speech envelope. After fitting
the function, we derived its midpoint, and used this as our
objective measure, which we will refer to as the correlation
threshold (CT). The benefit of this measure, compared to
using the correlation value at a single SNR directly, is that
the target SNR, which is subject specific, does not need to be
known a priori and that it is robust to inter-subject differences
in correlation magnitude.

To be able to fit a sigmoid function to the objective data,
it is important that there is a monotonic increase, or at least
a non-decrease in correlation with SNR. We systematically in-
vestigated two parameters of the decoder to obtain maximum
monotonicity: the band-pass filter and the temporal integra-
tion window. We found best monotonicity with a band-pass
filter from 0.5 to 4 Hz applied to both the actual envelope
and the EEG signal (see supplementary information). For the
temporal integration window, we found best monotonicity for
0 to 75 ms post-stimulus.
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Fig. 1. A global overview of the experimental setup. We used the Flemish Matrix sentences to behaviorally measure speech intelligibility. In the EEG experiment we presented
stimuli from the same Matrix corpus while measuring the EEG. By correlating the speech envelopes from the Matrix and the envelopes decoded from the EEG, we obtained our
objective measure.
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Fig. 3. We found a significant correlation between the electrophysiological and
behavioral measure (Pearson’s r = 0.69, p = 0.001). The electrophysiological
measure (correlation threshold, CT) is the midpoint of each psychometric function
(Figure 2b). The behavioral measure (speech reception threshold, SRT) is the stimulus
SNR at which the subject can understand 50% of the words (Figure 2a).

Using individual decoders we were able to obtain a good
fit† of the sigmoid function for 19 of the 24 subjects (e.g.,
Figure 2b), and derive the correlation threshold. We found
a significant correlation of 0.69 between SRT and correlation
threshold (p=0.001, Figure 3). Given the relatively small
range of behavioral results for these normal-hearing subjects,
from -9.9 dB SNR to -4.7 dB SNR, and a typical test-retest
difference of 1 dB of the behavioral measure, this indicates
that our objective measure is sensitive to small changes in
SRT.

Discussion

The objective measure (CT) provides a link between current
behavioral and electrophysiological methods to assess hearing.
The behavioral methods directly reflect speech intelligibility
but suffer from several confounds when the goal is to assess
how the auditory periphery processes natural speech. Current
objective methods do not have this confound, but do not di-
rectly reflect neural processing of speech, owing to the use of
stimuli different from natural running speech. The proposed
measure uses running speech stimuli and is fully objective. The
measure (CT) can on one hand provide valuable information
additional to behaviorally measured speech intelligibility in a
population where cognitive factors play a role, such as in aging
individuals, or during auditory rehabilitation after fitting an
auditory prosthesis. On the other hand it enables completely
automatic measurement, which is invaluable for testing indi-
viduals who cannot provide feedback, for automatic fitting
of auditory prostheses, and for closed-loop auditory prosthe-
ses that continuously adapt their function to the individual
listener in a specific and changing listening environment.

Supporting Information (SI)

Materials and Methods
†We defined a fit as good when no fitted parameter was equal to its lower or upper bound.

Participants. We tested 24 normal hearing subjects, 7 male and
17 female.Their age ranged from 21 to 29 years with an average
of 24.3 years. Every subject reported normal hearing, which was
verified by pure tone audiometry (MADSEN Orbiter 922-2). They
had Dutch (Flemish) as mother tongue and were unpaid volunteers.
Before each experiment the subjects signed an informed consent
form approved by the local Medical Ethics Committee.

Behavioral experiments. The behavioral experiments consisted of
tests with the Flemish Matrix material using the method of constant
stimuli at 3 SNRs around the SRT. Each Matrix list consists of 20
sentences of 5 words spoken by a female speaker and was presented
to the right ear. The sentences have a fixed structure of ‘name verb
numeral adjective object’, e.g., ‘Sofie ziet zes grijze pennen’ (‘Sofie
sees six gray pens’). Each of the 5 words has 10 alternatives and
each sentence consists of a semi-random combination. The result is
a word score.

The experiments were conducted using the APEX 3 software
platform developed at ExpORL (Dept. Neurosciences, KU Leuven)
[10], an RME Multiface II sound card and Etymotic ER-3A insert
phones. The speech was always presented at 60 dBA and the
setup was calibrated in a 2cm3 coupler (Brüel & Kjær 4152) using
the speech weighted noise corresponding with the Matrix speech
material. The experiments took place in an electromagnetically
shielded and soundproofed room.

EEG experiments.

Setup To measure auditory evoked potentials we used a BioSemi
(Amsterdam, Netherlands) ActiveTwo EEG setup with 64 electrodes.
The stimuli were presented with the same setup as the behavioral
experiments, with the exception of diotic stimulation for the EEG
experiment.
Speech material We presented stimuli created by concatenating
two lists of Flemish Matrix sentences with a 1-s gap between the
sentences. The total duration of this stimulus was 120 seconds. It
was presented at 3, 5 or 7 different SNRs with the speech fixed
at 60 dBA. Each stimulus was presented 3 or 4 times, to allow
averaging to increase the recording SNR. The total duration of the
experiment was 2 hours. To keep the subjects attentive, questions
about the stimuli were asked before and after the presentation of
the stimulus. The questions were typically counting tasks, e.g. ‘How
many times did you hear “red balls”?’.
Speech story The subjects listened to the children’s story ‘Milan’,
written and narrated in Flemish by Stijn Vranken ‡. The stimulus
was 15 minutes long and was presented at 60 dBA without any
noise. The purpose was to have a continuous, attended stimulus to
train the linear decoder.

Signal processing.

Speech We measured envelope entrainment by calculating the
bootstrapped Spearman correlation (see below) between the stim-
ulus speech envelope and the envelope reconstructed by a linear
decoder.

The stimulus speech envelope was extracted according to [11],
who showed that good reconstruction accuracy can be achieved
with a gammatone filterbank followed by a power law. We used
a gammatone filterbank with 28 channels spaced by 1 equivalent
rectangular bandwidth (ERB), with center frequencies from 50 Hz
until 5000 Hz. The absolute value of each sample was raised to the
power of 0.6. The resulting 28 channel envelopes were added to
obtain one single envelope.

The speech envelope and EEG signal were band-pass filtered. We
investigated performance for a range of filter cut-off frequencies. The
same filter (a zero phase Butterworth filter with 80 dB attenuation
at 10% outside the passband) was applied to the EEG and speech
envelope. Before filtering, the EEG data were downsampled from
8192 Hz to 1024 Hz to decrease processing time. After filtering, the
data were further downsampled to 64 Hz.

A decoder [12, 13] was created and applied as follows. As the
stimulus affects the neural responses with some delay, we define a
matrix R containing the shifted neural responses of each channel.

‡http://www.radioboeken.eu/radioboek.php?id=193&lang=NL
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a significant correlation of 0.69 between SRT and correlation
threshold (p=0.001, Figure 3). Given the relatively small
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rectly reflect neural processing of speech, owing to the use of
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population where cognitive factors play a role, such as in aging
individuals, or during auditory rehabilitation after fitting an
auditory prosthesis. On the other hand it enables completely
automatic measurement, which is invaluable for testing indi-
viduals who cannot provide feedback, for automatic fitting
of auditory prostheses, and for closed-loop auditory prosthe-
ses that continuously adapt their function to the individual
listener in a specific and changing listening environment.

Supporting Information (SI)

Materials and Methods
†We defined a fit as good when no fitted parameter was equal to its lower or upper bound.

Participants. We tested 24 normal hearing subjects, 7 male and
17 female.Their age ranged from 21 to 29 years with an average
of 24.3 years. Every subject reported normal hearing, which was
verified by pure tone audiometry (MADSEN Orbiter 922-2). They
had Dutch (Flemish) as mother tongue and were unpaid volunteers.
Before each experiment the subjects signed an informed consent
form approved by the local Medical Ethics Committee.

Behavioral experiments. The behavioral experiments consisted of
tests with the Flemish Matrix material using the method of constant
stimuli at 3 SNRs around the SRT. Each Matrix list consists of 20
sentences of 5 words spoken by a female speaker and was presented
to the right ear. The sentences have a fixed structure of ‘name verb
numeral adjective object’, e.g., ‘Sofie ziet zes grijze pennen’ (‘Sofie
sees six gray pens’). Each of the 5 words has 10 alternatives and
each sentence consists of a semi-random combination. The result is
a word score.

The experiments were conducted using the APEX 3 software
platform developed at ExpORL (Dept. Neurosciences, KU Leuven)
[10], an RME Multiface II sound card and Etymotic ER-3A insert
phones. The speech was always presented at 60 dBA and the
setup was calibrated in a 2cm3 coupler (Brüel & Kjær 4152) using
the speech weighted noise corresponding with the Matrix speech
material. The experiments took place in an electromagnetically
shielded and soundproofed room.

EEG experiments.

Setup To measure auditory evoked potentials we used a BioSemi
(Amsterdam, Netherlands) ActiveTwo EEG setup with 64 electrodes.
The stimuli were presented with the same setup as the behavioral
experiments, with the exception of diotic stimulation for the EEG
experiment.
Speech material We presented stimuli created by concatenating
two lists of Flemish Matrix sentences with a 1-s gap between the
sentences. The total duration of this stimulus was 120 seconds. It
was presented at 3, 5 or 7 different SNRs with the speech fixed
at 60 dBA. Each stimulus was presented 3 or 4 times, to allow
averaging to increase the recording SNR. The total duration of the
experiment was 2 hours. To keep the subjects attentive, questions
about the stimuli were asked before and after the presentation of
the stimulus. The questions were typically counting tasks, e.g. ‘How
many times did you hear “red balls”?’.
Speech story The subjects listened to the children’s story ‘Milan’,
written and narrated in Flemish by Stijn Vranken ‡. The stimulus
was 15 minutes long and was presented at 60 dBA without any
noise. The purpose was to have a continuous, attended stimulus to
train the linear decoder.

Signal processing.

Speech We measured envelope entrainment by calculating the
bootstrapped Spearman correlation (see below) between the stim-
ulus speech envelope and the envelope reconstructed by a linear
decoder.

The stimulus speech envelope was extracted according to [11],
who showed that good reconstruction accuracy can be achieved
with a gammatone filterbank followed by a power law. We used
a gammatone filterbank with 28 channels spaced by 1 equivalent
rectangular bandwidth (ERB), with center frequencies from 50 Hz
until 5000 Hz. The absolute value of each sample was raised to the
power of 0.6. The resulting 28 channel envelopes were added to
obtain one single envelope.

The speech envelope and EEG signal were band-pass filtered. We
investigated performance for a range of filter cut-off frequencies. The
same filter (a zero phase Butterworth filter with 80 dB attenuation
at 10% outside the passband) was applied to the EEG and speech
envelope. Before filtering, the EEG data were downsampled from
8192 Hz to 1024 Hz to decrease processing time. After filtering, the
data were further downsampled to 64 Hz.

A decoder [12, 13] was created and applied as follows. As the
stimulus affects the neural responses with some delay, we define a
matrix R containing the shifted neural responses of each channel.

‡http://www.radioboeken.eu/radioboek.php?id=193&lang=NL
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But what is being  
measured neurally? 
Cortical responses, but  
where? (or when?)

r = 0.69, p = 0.001



Stimulus Reconstruction in Time

"Decoder"

But what is being  
measured neurally? 
Cortical responses, but  
where? (or when?)



Stimulus Reconstruction 
➜ Intelligibility

Vanthornhout et al., JARO (2018)
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Fig. 2. Examples of actual and reconstructed envelopes and the corresponding correlations
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Stimulus Reconstruction  
➜ Intelligibility

• Continuous speech envelope reconstruction 
(neurometric) threshold predicts behavioral 
speech reception threshold (SRT).

• Uses long duration continuous speech

• Based on robust acoustic speech representation 

• Early auditory cortex most critical (pre-attentive)



Stimulus Reconstruction  
➜ Intelligibility

• UPDATES from the Francart Lab

‣ Response prediction (stimulus reconstruction)

‣ Theta band

‣ Speech Envelope ➜ Spectrogram

‣ Added new representation: phonetic features*

*Role of phonetic features vs. spectrogram onsets?
Lesenfants et al., Hear Res (2019)



Phonetic Features vs. 
Spectrogram Onsets

• +  ‘phonetic features’ representation increases 
EEG response prediction: Di Liberto et al. (2015).

• Adding only acoustic spectrogram onsets gives 
same predictive benefits as phonetic features for 
MEG responses: Daube et al. (2019).

• Also seen in Simon lab: Brodbeck et al. (2018).

➡ Phonetic features too correlated with acoustic 
  onsets, in natural speech, to isolate them



Stimulus Reconstruction  
➜ Intelligibility

• UPDATES from the Francart Lab

‣ Age really matters: Decruy et al. (2019)
Matrix Story
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Outline
• Background & motivation

‣ Neural responses in time 

‣ Response prediction from a stimulus 
via Temporal Response Function (TRF) 

‣ Stimulus reconstruction from responses

• Towards objective measures of

‣ Speech intelligibility

‣ Lexical processing of speech

‣ Semantic processing of speech
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Lexical Processing

• Processing by early auditory cortex critical

• Using more than global speech envelope helps

• Another level of speech perception:

‣ Transforming speech sounds into words

‣ “Lexical processing”

• Language-based but not via word meaning

Brodbeck et al., Curr Biol (2018)
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surprisali = − log2 freqword (i)
word∈cohorti

∑ freqword (i −1)
word∈cohorti−1

∑
⎛

⎝
⎜

⎞

⎠
⎟

Phoneme
Onset

Phoneme
Surprisal

Cohort
Entropy

Hi
cohort = − pword log2 pword

word∈cohorti

∑ SUBTLEX:  
51 million words  
movie subtitle database



Surprisal �24

K EY …

52908


(90 words) K EY K …

2598 (5%) 

(3 words)

K EY M …

23875 (45%) 


(4 words)
“came”, “Cambridge”, …

“cake”, “caked”, “cakes”

K EY N …

1337 (3%) 

(13 words)

“cane”, “canine”, “Canaan”, 

“Kane”, “Keynesian”, …

K EY S …

16048 (30%) 


(13 words)

“case”, “cases”, “caseworker”, 

“casein”, …

…

Surprisal

Number of 

words that 

start with 

this sequence

Number of 

times a word 

that starts 

with this  

sequence 

occurs in 

SUBTLEX



Cohort entropy 
‣ How unpredictable is the current word? 

Entropy �25

B EY K …

bacon

(25%)

baker

(29%)

Entropy

K EY K …

baked

(14%)

bake

(14%)

cake

(88%) cakes


(11%)

caked

(1%)

L EY K …

lake

(95%)

lakes

(5%)



Do we… 
‣ Anticipate word boundaries based on context? 
‣ Infer them later based on consistency?  

Word onsets

(Norris & McQueen, 2008)

�26

paths are successful in explaining the data on human continuous
spoken-word recognition.

The Input to Shortlist B

A final motivation for the development of Shortlist B was the
need to improve on the account of early phonetic analysis offered
by the original Shortlist model. The input to Shortlist A is simply
a string of phonemes. The representations of those phonemes have
no internal structure, and all phonemes are treated equally. There
is therefore nothing in the input to the word-recognition process to
indicate that listeners find some phonemes more confusable than
others. Furthermore, this kind of input to word recognition is
discrete and categorical in two inappropriate ways. First, it is
discrete in temporal terms. That is, there is no overlap of evidence
for different speech sounds, as if, counterfactually, there were no
effects of coarticulation in the speech signal. Second, this kind of
input is discrete in informational terms: For any segmental position
in the input there is 100% support for one and only one phoneme.
There is, however, considerable evidence (reviewed in McQueen,
2007) to suggest that the word-recognition process is continuous in
both the temporal and informational senses. Acoustic information
modulates word recognition on a much finer time-scale than pho-
neme by phoneme, and that information concerns within-phoneme
variability. The input to Shortlist A is therefore inadequate.
To date there have been three different approaches to producing

more realistic input representations in models of spoken-word
recognition. One option is to model the input noncategorically.
The input in TRACE (TRACE II, to be more precise; McClelland
and Elman, 1986), for example, consists of a vector of phonetic
features that varies over time. Although this kind of input is more

detailed, it still involves considerable oversimplification, particu-
larly with respect to the time-course with which featural informa-
tion becomes available. Critically, this approach depends on a
largely untested set of assumptions about what evidence the lis-
tener can extract about different features (and hence phonemes) in
any stretch of input.
A second option is to construct a model that takes the raw

acoustic waveform as its input. Both TRACE I (Elman and Mc-
Clelland, 1986; McClelland & Elman, 1986) and SpeM (Scharen-
borg et al., 2005) take this approach. A limitation of this method,
once again, is that there is little reason to believe that there will be
a close mapping between the acoustic-phonetic processes and
representations in these models and those used by human listeners.
Scharenborg et al., for example, derive phonemic representations
with a conventional hidden Markov model phone recognizer, as
used in ASR systems. To the extent that this recognizer deviates
from human behavior, the results of the SpeM model as a whole
could be misleading.
A third alternative is to accept that it may be premature to expect

to produce a well-motivated model of the early stages of speech
recognition and, instead, to try to simulate these processes using
data from human phoneme or word confusions (e.g., Luce &
Pisoni, 1998). Even though this approach sidesteps the question of
how the early stages of recognition operate, it enables one to
present later stages of a model with input that corresponds more
closely to the input that would be received from the human
perceptual system. For example, if listeners have more difficulty
discriminating one pair of phonemes than another, then the input to
the model should reflect that difference. Luce and Pisoni (1998)
have used this procedure to great effect in the NAM to explain a

The cat a log in a lie

cattle 

catalogue inner 

library 

eye 

login 

The cat a log in a lie 

cattle

catalogue inner 

library 

eye 

login 

TR

Figure 1. Recognition of the phrase “The catalogue in a library,” as spoken by speaker of British English:
/ðəkætəlɒgInəlaIbrI]. The upper panel shows the competitive inhibition process that occurs among activated
candidate words in an interactive-activation model, such as Shortlist A. Words that compete for the same stretch
of input inhibit each other via direct, bidirectional inhibitory connections. Only a subset of the best-matching
candidates is shown. The lower panel illustrates the path-based search through a word lattice used in automatic
speech recognition and Shortlist B. Paths connect sequences of lexical hypotheses from a root node (R) to a
terminal node (T); not all paths or words are shown. The dashed and dotted arrows are examples of connections
between noncontiguous words (see text for details).
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• Onset explains more variance
• Latency(ies) as expected
• Strongly bilateral
• Onset stronger in right hemisphere 

Brodbeck et al., Curr Biol (2018)
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Neural Lexical Processing
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• Rapid transformation to lexical
• Word boundaries identified
• Surprisal = local measure of 

phoneme prediction error 
(predictive coding?)

• Cohort entropy = global measure of 
lexical competition across cohort

• Strongly left hemisphere dominant

Brodbeck et al., Curr Biol (2018)



Listening at the 
Cocktail Party
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2 competing speakers, equal loudness, attend to one



Acoustic Attention

0

2.7 × 10 02

-0.5

0

0.5
Acoustic
envelope

Acoustic
onset

Phoneme
onset

Word onset

Phoneme
surprisal

Cohort
entropy

Attended acoustic model

Attended lexical model

Acoustic stimulus model Unattended acoustic model

Unattended lexical model

Current
estimate
[normalized]

*

***

∆z

Acoustic
Onset

Acoustic
Envelope

• Onset Representation Dominates
• Attended Dominates Later

Brodbeck et al., Curr Biol (2018)

2 competing speakers, equal loudness, attend to one



Lexical Attention

Acoustic
envelope

Acoustic
onset

Phoneme
onset

Word onset

Phoneme
surprisal

Cohort
entropy

Attended acoustic model

Attended lexical model

Acoustic stimulus model Unattended acoustic model

Unattended lexical model

Current
estimate
[normalized]

*

***

∆z

0 100 200 300 400 500 0 100 200 300 400 500
Time [ms]

0

2.2 × 10 03

Acoustic
envelope

Acoustic
onset

Phoneme
onset

Word onset

Phoneme
surprisal

Cohort
entropy

Attended acoustic model

Attended lexical model

Acoustic stimulus model Unattended acoustic model

Unattended lexical model

130 ms

110 ms

1

0

1

Current
estimate
[normalized]

Right hemisphere
Left hemisphere

p ≤
.05
no
t si
g.

*

***

∆z

Phoneme
Surprisal

Cohort
Entropy

Phoneme
Onset
Word
Onset

Brodbeck et al., Curr Biol (2018)



Lexical Attention

Acoustic
envelope

Acoustic
onset

Phoneme
onset

Word onset

Phoneme
surprisal

Cohort
entropy

Attended acoustic model

Attended lexical model

Acoustic stimulus model Unattended acoustic model

Unattended lexical model

Current
estimate
[normalized]

*

***

∆z

0 100 200 300 400 500 0 100 200 300 400 500
Time [ms]

0

2.2 × 10 03

Acoustic
envelope

Acoustic
onset

Phoneme
onset

Word onset

Phoneme
surprisal

Cohort
entropy

Attended acoustic model

Attended lexical model

Acoustic stimulus model Unattended acoustic model

Unattended lexical model

130 ms

110 ms

1

0

1

Current
estimate
[normalized]

Right hemisphere
Left hemisphere

p ≤
.05
no
t si
g.

*

***

∆z

Phoneme
Surprisal

Cohort
Entropy

Phoneme
Onset
Word
Onset

• Only attended speech processed lexically 
• Lexical processing slowed by ~15 ms

Brodbeck et al., Curr Biol (2018)



Lexical Processing

• Speech perception at level of transforming 
speech sounds into words

•“Post-acoustic” phoneme processing

• Word-based

• Attention required (?)

• Surprisingly early

Brodbeck et al., Curr Biol (2018)



Outline
• Background & motivation

‣ Neural responses in time 

‣ Response prediction from a stimulus 
via Temporal Response Function (TRF) 

‣ Stimulus reconstruction from responses

• Towards objective measures of

‣ Speech intelligibility

‣ Lexical processing of speech

‣ Semantic processing of speech



Outline
• Background & motivation

‣ Neural responses in time 

‣ Response prediction from a stimulus 
via Temporal Response Function (TRF) 

‣ Stimulus reconstruction from responses

• Towards objective measures of

‣ Speech intelligibility

‣ Lexical processing of speech

‣ Semantic processing of speech



• Speech perception includes perceiving the 
meaning of the speech

• Computational language models give several 
semantic measures: semantic dissimilarity

• Analysis of Semantic-dissimilarity-based TRF

‣ potential basis of objective measure of 
perception of speech meaning

Broderick et al., Curr Biol (2018)

Semantic Processing



• Speech perception includes perceiving the 
meaning of the speech

• Computational language models give several 
semantic measures: semantic dissimilarity

• Analysis of Semantic-dissimilarity-based TRF

‣ potential basis of objective measure of 
perception of speech meaning

Broderick et al., Curr Biol (2018)

Semantic Processing



dissimilarity TRF is sensitive to variations in the intelligibility of
acoustically identical speech. Moreover, in the audiovisual
speech condition, there was a significant negative correlation
across subjects between the self-reported intelligibility ratings
(which varied broadly) and the amplitude of the TRF negativity
averaged over the interval 250–500 ms (Figure 3D; the more
intelligible, the larger the negativity; r = !0.5, p < 0.02).

No Evidence of Contextual Semantic Processing for
Unattended Speech
Over 60 years ago, it was first noted that, when attending to one
of two dichotically presented speech streams, people have a
very limited ability to report on the content of the speech in the
unattended ear [28], a phenomenon known as the cocktail party
effect. Ever since then, researchers have sought to explain this

Figure 3. Assessing the Effect of Comprehension on the Electrophysiological Index of Semantic Dissimilarity
(A) Topographic maps of the semantic dissimilarity TRF averaged over all trials and all subjects for audiovisual speech in !9 dB of acoustic background noise

display a centro-parietal negativity between"400 and 600 ms. This negativity is significantly reduced in the average TRF for audio-only speech in the same level

of background noise, which was much less intelligible.

(B) Grand-average TRFwaveforms for audiovisual and audio-only speech over two selectedmidline electrodes. Thick lines indicate a response that is statistically

less than zero across subjects (p < 0.05, running t test, FDR corrected). Black lines below the waveforms indicate that the TRFs for audiovisual speech are

statistically more negative than those for audio-only speech across subjects (p < 0.05, running t test, FDR corrected).

(C) A cross-validation procedure was used to predict EEG responses to natural speech using a semantic dissimilarity TRF trained on other data. EEG prediction

accuracy for audiovisual speech was significantly greater than that for audio-only speech (p < 0.01, t test).

(D) Across subjects, the amplitude of the semantic dissimilarity TRF overmidline parietal scalp was significantly correlatedwith self-reported intelligibility rating of

audiovisual speech (p < 0.02, Pearson’s correlation).

(E) Topographicmaps of the semantic dissimilarity TRF averaged over all trials and all subjects for attended speech in a dichotic cocktail party paradigm display a

centro-parietal negativity between "300 and 600 ms. This negativity is not apparent in the average TRF for unattended speech.

(F) Grand average TRF waveforms for attended and unattended speech over two selected midline electrodes. Thick lines indicate a response that is statistically

less than zero across subjects (p < 0.05, running t test, FDR corrected). Black lines below the waveforms indicate that the TRFs for attended speech are sta-

tistically more negative than those for unattended speech across subjects (p < 0.05, running t test, FDR corrected).

(G) A cross-validation procedure was used to predict EEG responses to natural speech using a semantic dissimilarity TRF trained on other data. EEG prediction

accuracy for attended speech was significantly greater than that for unattended speech (p < 1 3 10!6, t test).

(H) Across subjects, the latency of the peak in the global field power (GFP) [24] of the semantic dissimilarity TRF was significantly negatively correlated with the

number of questions answered correctly on the attended speech (p < 5 3 10!5, Pearson’s correlation).
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less than zero across subjects (p < 0.05, running t test, FDR corrected). Black lines below the waveforms indicate that the TRFs for audiovisual speech are
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Summary
• Speech perception takes many forms

• Cortical processing of speech takes many forms

• Many potential ways to link the two
- Faithful representation of speech acoustics

- Processing speech sounds into words (lexical)

- Semantic level processing

- Cognitive aspects of perception allowed

• Cortical (temporal) processing of continuous 
speech processing: both encoding & decoding
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