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Chapter 7
Human Auditory Neuroscience
and the Cocktail Party Problem

Jonathan Z. Simon

Abstract Experimental neuroscience using human subjects, to investigate how the
auditory system solves the cocktail party problem, is a young and active field. The
use of traditional neurophysiological methods is very tightly constrained in human
subjects, but whole-brain monitoring techniques are considerably more advanced
for humans than for animals. These latter methods in particular allow routine
recording of neural activity from humans while they perform complex auditory
tasks that would be very difficult for animals to learn. The findings reviewed in this
chapter cover investigations obtained with a variety of experimental methodologies,
including electroencephalography, magnetoencephalography, electrocorticography,
and functional magnetic resonance imaging. Topics covered in detail include
investigations in humans of the neural basis of spatial hearing, auditory stream
segregation of simple sounds, auditory stream segregation of speech, and the neural
role of attention. A key conceptual advance noted is a change of interpretational
focus from the specific notion of attention-based neural gain, to the general role
played by attention in neural auditory scene analysis and sound segregation.
Similarly, investigations have gradually changed their emphasis from explanations
of how auditory representations remain faithful to the acoustics of the stimulus, to
how neural processing transforms them into new representations corresponding to
the percept of an auditory scene. An additional important methodological advance
has been the successful transfer of linear systems theory analysis techniques
commonly used in single-unit recordings to whole-brain noninvasive recordings.
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The Cocktail Party (II)

Introduction

Time



Inter-related Processes
• The Cocktail Party Problem

‣ Multiple speech streams (sources)

• Auditory Scene Analysis

‣ Auditory objects

• Stream Segregation

‣ Segregation / Identification / Formation

• Related Concepts, e.g., Filling-In



Cocktail Party Cues
• Sound source location 

• Pitch (f0) [when it exists]

• Timbre (spectral envelope, vibrato, …)

• Speaker sex, age, accent, language, …

• Derived not Intrinsic

‣ not clear how a cue is reconstructed when 
sounds linearly mixed in a complex scene

• Number of sources also must be derived

• Statistics of a speech stream (or other source)
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Functional Brain 
Imaging
= Non-invasive 
recording from 
human brain
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fMRI
functional magnetic 
resonance imaging

PET
positron emission 
tomography

EEG
electroencephalography

MEG
magnetoencephalography

Excellent 
Spatial 
Resolution
(~1 mm)

Poor 
Temporal 
Resolution
(~1 s)

Poor 
Spatial 
Resolution
(~1 cm)

Excellent 
Temporal 
Resolution
(~1 ms)

Functional Brain Imaging

fMRI & MEG can 
capture effects in single 

subjects



Reconstruction of grid locations on the patients MRI

Invasive Recording Methods
ECoG Depth Electrodes
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Hillyard et al (1973) 

Foundational Evidence
• Simple Auditory Scene
‣ Separate tone-pip streams in each 

ear (dichotic)
‣ Attend to one stream only

• Strong EEG N1 Responses 
‣ (Negative peak with ~100 ms 

latency)
• Enhanced N1 amplitudes for 

attended (foreground) stream 
• Historically: Neural Correlate of 

Selective Attention
• Better(?): Neural Correlate of 

Successful Auditory Scene 
Segregation



Hillyard et al (1973) 

Foundational Evidence

chamber while binaural sequences of 
tone pips were presented through stereo 
earphones. In experiment 1, a sequence 
of 800-hz tone pips (50 db above thresh-
old, 50-msec duration) with inter-
stimulus intervals randomized between 
250 and 1250 msec was delivered to 
the left ear, while an independent series 
of 1500-hz tone pips of similar inten-
sity, duration, and random intervals was 
presented to the right ear. These con-
current binaural sequences each con-
sisted of 512 tone pips that had been 

R ~ g h tear 
st~mulus 

D.W. 

L . 

. , 

Left ear 
stimulus 

recorded earlier on an audio tape which 
ran for 6 minutes. About one-tenth of 
the tone pips in each ear had a some-
what higher frequency than the "stan-
dard" 800- and 1500-hz tone pips: the 
frequencies of these "signals" were 840 
hz (left ear) and 1560 hz (right ear). 
These signals were interposed every 3 
to 20 stimuli at random throughout 
each sequence. 

The same stimulus tape was played 
to the subject six times in succession 
with a 5-minute break after each. 

Rinht ear Left ear 
stimulus 

Attend-r ~ g h t  

Read 
e 

I Attend-lef t  
t2.0 Pl 

T ~ m e(msec) 

Fig. 1. (A)  Vertex evoked potentials from three subjects in experiment 1. Each tracing 
is the averaged response to all 1024 stimuli that were presented to each ear under 
attend-right (solid lines) and attend-left (dotted lines) conditions. Stimulus onset is at be-
ginning of tracing. Baselines were drawn through the mean voltage over 0 to 10 msec. 
Bar graphs give the mean and standard error (10 subjects) of the baseline to peak am-
plitudes of N1 and P2 evoked via each ear under all three experimental conditions. 
( B )  Evoked potentials from three subjects in experiment 2, with bar graphs giving 
mean amplitudes over all ten subjects. 

Right ear stimulus Left ear stimulus 
stanal ............ attend.right attend.left 

Standard -Fig. 2. The P3component 
(shaded area) evoked by 
signal tone pips in the 
attended ear. The Pa is N.S 

absent in the evoked po-
tential to the standard 
tone pips (solid tracings). 
Each tracing is the aver-
aged response to 90 to Dw,110 stimuli; the standard 
tones were selected at 
random from throughout 
the stimulus sequence. 
The data are from three 
subjects during both ex- P.L. 

periment 1 (D.W. and 
P.L.) and experiment 2 
(N.S.). 

500 

There were three instructional condi-
tions as follows: A, attend to the left 
ear, discriminate and count the num-
ber of 840-hz signals, and report the 
total at the end of the run; B, read a 
novel and disregard all tones; C,  attend 
to the right ear and count the number 
of 1560-hz tones. Hereafter we refer to 
condition A as "attend-left" and con-
dition C as "attend-right." Five young 
adult subjects received the instructional 
conditions in ABCCBA order and five 
others in CBAABC order. The reading 
condition was used to reduce carry-over 
effects between successive attend-left 
and attend-right conditions. 

Evoked potentials to all stimuli were 
recorded from the vertex (mastoid ref-
erence) with the use of Grass ampli-
fiers (model 6)  (bandpass 1 to 70 hz) 
and stored on F M  tape for off-line 
analysis on a slgnal averager (Fabritek 
1052). Evoked vertex potentials to left 
and right ear stimuli were averaged 
separately across all 1024 tone pips 
(standaras and signals) of an instruc-
tlonal condition (8). Electrical poten-
tlals caused by eye movements and 
blinks were recorded between elec-
trodes above and below the left eye 
to ensure that evoked potentials were 
rree of ocular artifacts. 

In the left wlurnn of Fig. lA, the N1 
evoked by right ear tones was consider-
ably larger when those stimuli were 
attended (solid tracings) than when 
the left ear tones were receiving atten-
tion (dotted tracings) ; conversely, in 
the right column of Fig. lA, larger 
N,'s were evoked by left ear tones dur-
ing the attend-left condition (dotted 
tracings) than during the attend-right 
runs (solid tracings). These effects 
were observed in every subject. The 
amplitude of N, evoked by right ear 
tones (measured baseline to peak) was 
between 20 and 75 percent smaller 
during the attend-left as compared with 
the attend-right condition [mean differ-
ence = 43.5 percent; t (9) = 7.88; P < 
10-4 (two-tailed)]; conversely, the N, 
evoked by the concurrent left ear se-
quence was between 22 and 78 percent 
smaller under attend-right conditions 
than under attend-left [mean = 38.9 
percent; t (9) = 7.28; P < 10-41. Thus, 
when attention was switched from one 
ear to the other, the reciprocal effects 
of selective attention-suppression of 
N, evoked by tones in the unattended 
ear and enhancement of N, evoked in 
the attended ear-were approximately 
symmetrical. 

These manipulations produced a 
clear dissociation between N,, which 
was an index of the direction of atten-
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• Simple Auditory Scene
‣ Separate tone-pip streams in each 

ear (dichotic)
‣ Attend to one stream only

• Strong EEG N1 Responses 
‣ (Negative peak with ~100 ms 

latency)

• Enhanced N1 amplitudes for 
attended (foreground) stream 

• Historically: Neural Correlate of 
Selective Attention

• Better(?): Neural Correlate of 
Successful Auditory Scene 
Segregation



Simple Complex Scenes
• Remove spatial information (diotic only)

‣ Spatial information Useful but not Necessary

‣ not Fundamental

• Other cue(s) still needed



Simple Complex Scenes (I)
• No attentional manipulation

‣ Tone-based (no speech)

‣ Ambiguous auditory scene

• Distinct percepts despite single stimulus

• Avoid confound of stimulus-dependent 
percept



van Noorden streams

• One stimulus, Two percepts

van Noorden (1975) 

adapted from Steele et al (2015) 



Gutschalk et al (2005)

Neural Measures of 
Perception

A continuous bistable streaming stimulus can therefore be used
to study the neural correlates of perception directly, by avoiding
confounding physical stimulus differences, an approach widely
applied in visual neuroscience (Blake and Logothetis, 2002; Sterzer
et al., 2009). In a bistable streaming experiment (Gutschalk et al.,
2005), listeners were instructed to listen to the streaming stim-
ulus and indicate when their perception switched from one to two
streams and vice versa. The data were evaluated such that time
intervals in which one stream was perceived were averaged sepa-
rately from intervals in which listeners indicated they heard two
streams. The results showed that the response to B tones of ABA_
triplets were enhanced for segregated vs. integrated percepts
(Gutschalk et al., 2005), concordant with the changes observed
when adaptationwas reduced as a consequence of larger DF (Fig. 2).
In the original publication of these data, a highpass filter at 3 Hz
was used to avoid using a baseline in an interval that was not
completely flat. In this analysis, a small but consistent enhance-
ment for both the P1m and the N1m was observed. For better
comparability with subsequent studies, a re-analysis of the data
where the highpass filter was omitted and a short baseline in the
time-interval 25 ms before the ABA_ triplet was used is shown in
Fig. 4. As can be seen, the enhanced positive response for two-
compared to one-stream percepts is even more prominent in this
analysis, although the average latency of the DP1mwas in the range
of 69e74 ms, 10e20 ms later than the native P1m (measured from
B-tone onset).

A number of investigators have performed similar experiments
in EEG: one study used the build-up effect of streaming, i.e. the
observation that two-stream percepts are more likely with
increasing time since sequence onset (Anstis and Saida, 1985). They
showed a positive differencewave in the auditory cortex for the late
interval e again where streaming is more likely e compared to the
early interval, with a latency of approximately 80e90 ms after the
B-tone onset (Snyder et al., 2006). Two other studies used a
continuous bistable setup as described above. One study showed a
vertex-positive difference wave with a latency of approximately
100 ms after B-tone onset for the contrast of segregation vs. inte-
gration (Hill et al., 2012). The other study found a positive

difference wave with a latency of 60e140 ms after B-tone onset
(Szalardy et al., 2013).

Thus, absolute latency variability notwithstanding, there seems
to be converging evidence for a positive difference wave, peaking
about 60e100 ms after B-tone onset and located in auditory cortex,
for segregated vs. grouped percepts. It remains unclear whether
this activity is physiologically related to the native P1m (Gutschalk
et al., 2005) or if the difference wave reflects a new, independent
component (Hill et al., 2012; Szalardy et al., 2013). The appeal of a
more direct relationship between the difference wave and the P1m
is that the P1m is alsomodulated by adaptation that is selective for a
variety of streaming cues, as outlined in Section 2. Since these
adaptation effects are best observed for the B tones of the ABA_
paradigms used, it was predicted that the modulation during
bistable experiments would also be detected in the 50e150 ms
latency range post B-tone onset (Gutschalk et al., 2005). Conversely,
the positive difference wave is generally later and broader than the
P1m, which suggests it may be related to a distinct or additional
process, potentially downstream to the P1m.

It should be mentioned that the study by Dykstra et al. (2011),
despite utilizing spatiotemporally resolved cortical recordings,
failed to identify neuronal correlates of perceptual bistability with
the streaming paradigm. The authors suggested that this could
have been due to the combination of lack of extended coverage and
the focal nature of such recordings, and posited that the neuronal
representation of bistability during streaming might be uniquely
situated in brain areas (e.g. on the superior temporal plane or in the
intraparietal sulcus) not covered by their surface electrodes.

The first fMRI study of bistable streaming perception used the
buildup paradigm, but did not find a correlation between percep-
tion and activity in the auditory cortex (Cusack, 2005). Instead this
study revealed enhanced activity in the intraparietal sulcus for
segregation compared to integration. Enhanced BOLD activity in
the intraparietal sulcus was confirmed in a subsequent study (Hill
et al., 2011). The latter study also found enhanced activity in the
auditory cortex for streaming perception with a region of interest
(ROI) analysis, matching with the results of the EEG and MEG
studies.

Fig. 4. MEG activity (grand average across 14 listeners) in auditory cortex binned according to whether a bistable ABA_ sequence (DF ¼ 4 or 6 semitones) was perceived as one
stream (gray) or two streams (orange). Once the listeners perceived two streams, they selectively attended either the A tones (left) or B tones (right). The difference waves (black)
show enhanced activity in the latency range subsequent to the B tones overlapping with the P1m and also with the P2m (thin lines represent bootstrap based t interval p < 0.05).
Note that the enhancement is also in the B-tone latency range when listeners attended to the A tones, making it unlikely that the bistability effect can be explained by selective
attention. The data used are the same as those used in Figure 4 of Gutschalk et al. (2005), but without the 3-Hz highpass filter used in that study.
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this activity is physiologically related to the native P1m (Gutschalk
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buildup paradigm, but did not find a correlation between percep-
tion and activity in the auditory cortex (Cusack, 2005). Instead this
study revealed enhanced activity in the intraparietal sulcus for
segregation compared to integration. Enhanced BOLD activity in
the intraparietal sulcus was confirmed in a subsequent study (Hill
et al., 2011). The latter study also found enhanced activity in the
auditory cortex for streaming perception with a region of interest
(ROI) analysis, matching with the results of the EEG and MEG
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Fig. 4. MEG activity (grand average across 14 listeners) in auditory cortex binned according to whether a bistable ABA_ sequence (DF ¼ 4 or 6 semitones) was perceived as one
stream (gray) or two streams (orange). Once the listeners perceived two streams, they selectively attended either the A tones (left) or B tones (right). The difference waves (black)
show enhanced activity in the latency range subsequent to the B tones overlapping with the P1m and also with the P2m (thin lines represent bootstrap based t interval p < 0.05).
Note that the enhancement is also in the B-tone latency range when listeners attended to the A tones, making it unlikely that the bistability effect can be explained by selective
attention. The data used are the same as those used in Figure 4 of Gutschalk et al. (2005), but without the 3-Hz highpass filter used in that study.
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A continuous bistable streaming stimulus can therefore be used
to study the neural correlates of perception directly, by avoiding
confounding physical stimulus differences, an approach widely
applied in visual neuroscience (Blake and Logothetis, 2002; Sterzer
et al., 2009). In a bistable streaming experiment (Gutschalk et al.,
2005), listeners were instructed to listen to the streaming stim-
ulus and indicate when their perception switched from one to two
streams and vice versa. The data were evaluated such that time
intervals in which one stream was perceived were averaged sepa-
rately from intervals in which listeners indicated they heard two
streams. The results showed that the response to B tones of ABA_
triplets were enhanced for segregated vs. integrated percepts
(Gutschalk et al., 2005), concordant with the changes observed
when adaptationwas reduced as a consequence of larger DF (Fig. 2).
In the original publication of these data, a highpass filter at 3 Hz
was used to avoid using a baseline in an interval that was not
completely flat. In this analysis, a small but consistent enhance-
ment for both the P1m and the N1m was observed. For better
comparability with subsequent studies, a re-analysis of the data
where the highpass filter was omitted and a short baseline in the
time-interval 25 ms before the ABA_ triplet was used is shown in
Fig. 4. As can be seen, the enhanced positive response for two-
compared to one-stream percepts is even more prominent in this
analysis, although the average latency of the DP1mwas in the range
of 69e74 ms, 10e20 ms later than the native P1m (measured from
B-tone onset).

A number of investigators have performed similar experiments
in EEG: one study used the build-up effect of streaming, i.e. the
observation that two-stream percepts are more likely with
increasing time since sequence onset (Anstis and Saida, 1985). They
showed a positive differencewave in the auditory cortex for the late
interval e again where streaming is more likely e compared to the
early interval, with a latency of approximately 80e90 ms after the
B-tone onset (Snyder et al., 2006). Two other studies used a
continuous bistable setup as described above. One study showed a
vertex-positive difference wave with a latency of approximately
100 ms after B-tone onset for the contrast of segregation vs. inte-
gration (Hill et al., 2012). The other study found a positive

difference wave with a latency of 60e140 ms after B-tone onset
(Szalardy et al., 2013).

Thus, absolute latency variability notwithstanding, there seems
to be converging evidence for a positive difference wave, peaking
about 60e100 ms after B-tone onset and located in auditory cortex,
for segregated vs. grouped percepts. It remains unclear whether
this activity is physiologically related to the native P1m (Gutschalk
et al., 2005) or if the difference wave reflects a new, independent
component (Hill et al., 2012; Szalardy et al., 2013). The appeal of a
more direct relationship between the difference wave and the P1m
is that the P1m is alsomodulated by adaptation that is selective for a
variety of streaming cues, as outlined in Section 2. Since these
adaptation effects are best observed for the B tones of the ABA_
paradigms used, it was predicted that the modulation during
bistable experiments would also be detected in the 50e150 ms
latency range post B-tone onset (Gutschalk et al., 2005). Conversely,
the positive difference wave is generally later and broader than the
P1m, which suggests it may be related to a distinct or additional
process, potentially downstream to the P1m.

It should be mentioned that the study by Dykstra et al. (2011),
despite utilizing spatiotemporally resolved cortical recordings,
failed to identify neuronal correlates of perceptual bistability with
the streaming paradigm. The authors suggested that this could
have been due to the combination of lack of extended coverage and
the focal nature of such recordings, and posited that the neuronal
representation of bistability during streaming might be uniquely
situated in brain areas (e.g. on the superior temporal plane or in the
intraparietal sulcus) not covered by their surface electrodes.

The first fMRI study of bistable streaming perception used the
buildup paradigm, but did not find a correlation between percep-
tion and activity in the auditory cortex (Cusack, 2005). Instead this
study revealed enhanced activity in the intraparietal sulcus for
segregation compared to integration. Enhanced BOLD activity in
the intraparietal sulcus was confirmed in a subsequent study (Hill
et al., 2011). The latter study also found enhanced activity in the
auditory cortex for streaming perception with a region of interest
(ROI) analysis, matching with the results of the EEG and MEG
studies.

Fig. 4. MEG activity (grand average across 14 listeners) in auditory cortex binned according to whether a bistable ABA_ sequence (DF ¼ 4 or 6 semitones) was perceived as one
stream (gray) or two streams (orange). Once the listeners perceived two streams, they selectively attended either the A tones (left) or B tones (right). The difference waves (black)
show enhanced activity in the latency range subsequent to the B tones overlapping with the P1m and also with the P2m (thin lines represent bootstrap based t interval p < 0.05).
Note that the enhancement is also in the B-tone latency range when listeners attended to the A tones, making it unlikely that the bistability effect can be explained by selective
attention. The data used are the same as those used in Figure 4 of Gutschalk et al. (2005), but without the 3-Hz highpass filter used in that study.
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• Segregation increases with 
frequency separation

• MEG P1m and N1m increase with 
frequency separation & segregation

• For constant frequency 
separation, P1m and N1m 
increase if perceptually segregated

• Neural measure follows perception, 
not (just) physical acoustics

• Additional dissociation between 
neural measures and stimulus in 
EEG by Snyder et al (2006)

• ECoG also by Dykstra et al (2011)



Neural Measures of 
Perception: fMRI & PET
• Neural measures that track a percept are more 

difficult to see with fMRI & PET
‣ Even when stimulus manipulated too

• Most effects seen only outside of auditory cortex
‣ Only in intraparietal sulcus for Cusack (2005), varying the 

frequency separation
‣ EEG & MEG results dominated by responses from 

auditory cortex
‣ ABAB or ABBB patterns work better with fMRI, perhaps 

by avoiding habituation



Informational Masking 
Tone Clouds

Using these stimuli while scanning the subjects with MEG, the listeners were
instructed to press a button when they detected the rhythmic component despite the
interfering tone cloud. The task was sufficiently difficult that subjects detected the
rhythmic tones in only 60% of the trials in which they were present. This allowed
the investigators to separately analyze the MEG responses to the individual tones in
the steady rhythm in two cases: when the rhythm tone pips were detected and when,
even though still present, they were not detected (Fig. 7.3). The MEG response to

Fig. 7.2 Schematic illustrations of stimuli that consist of a pair of competing simple auditory
streams. (A) In this case one auditory stream is a rhythmically repeating tone of constant pitch
(red) and the other is a spectrotemporally random, arrhythmic cloud of unrelated tones (blue). The
repetition rate of the rhythmic stream varies across experiments, including at approximately
1.25 Hz and 5 Hz (Gutschalk et al. 2008), at 4 Hz (Elhilali et al. 2009a), and at 7 Hz (Akram et al.
2014). (B) In this case, both auditory streams are rhythmically repeating streams at constant rates,
but with incommensurate rates such that perceptual fusion is difficult. The rate pairs vary across
experiments, including at 21 and 29 Hz (Bidet-Caulet et al. 2007) and at 4 and 7 Hz (Xiang et al.
2010)

7 Human Auditory Neuroscience and the Cocktail Party Problem 179

Introduction

Time

modified from Kidd et al (2003)



• MEG respones to individual tones
‣ Absent when not detected
‣ Present when detected

• Origin in Auditory Cortex (Planum 
Temporale)

• Auditory Response linked to 
percept not acoustics

• fMRI results do not completely 
agree: widespread activation across 
auditory cortex, with perceptual 
contrast only in Heschl’s Gyrus 
[ Wiegand and Gutschalk (2012)]

Detected vs Undetected 
Rhythmic Tone-Pips

or instead indicates task-relatedprocesses subsequent toperception
remains underexplored in the context of audition.

A stimulation paradigm similar to classical multi-tone masking,
termed “stochastic figure-ground stimulus,” was used in an fMRI
experiment (Teki et al., 2011) while the listeners performed an
unrelated auditory task. The targets were comprised of repetitions
of several tone frequencies in otherwise random chords (Fig. 6d).
The audibility of the targets increased with the number of syn-
chronous frequency components comprising the target. Perceptual
segregation of this target type cannot be explained by selective
attention to a single frequency, and instead requires a mechanism
that integrates simultaneous cross-frequency events as suggested
by the coherence model (Teki et al., 2013) (see Section 2.1). The
fMRI results show that activity in the temporal lobe and in the
intraparietal sulcus increased with increasing number of target
components. Given that the subjects in that study did not give trial-
by-trial perceptual reports of their perception, it remains to be seen
whether the BOLD activity observed reflects merely the spectro-

temporal coherence of the stimuli, and thus a passive scene-
analysis mechanism, or is linked to bottomeup perceptual pop-
out of the more salient targets.

5. Other scene analysis paradigms

Streaming and informational masking are certainly not the only
paradigms that have been used to study auditory scene analysis
with functional imaging techniques. We now briefly review three
other paradigms: the continuity illusion, concurrent segregation
based on mistuned harmonics, and the segregation of multiple
talkers.

5.1. Continuity illusion

When a speaker or other ongoing sound is occasionally masked
by brief noise bursts or other competing transient sounds, listeners
often report hearing the ongoing sound as continuing through the

Fig. 7. MEG experiment using a random multi-tone masker. The target comprised 12 repetitions of the same tone at a regular rate. (a) The detection probability for the target
increased over time and was on average 50%. (b) Based on dipole source analysis, activity evoked by detected target tones was located in auditory cortex. (c) MEG source activity in
auditory cortex shows a broad (w70e250 ms) negative wave for detected targets. This includes all tones presented after the listener has indicated awareness of the target tones.
Target tones that were presented in the preceding time interval (undetected targets) did not evoke this negative source component. The two lower panels show the activity when no
target is present (left) and when the targets are presented in isolation (right). (d) Dipole source strength measured separately for each of the 12 tones comprised in each target
stream. While the activity decreases over time when the target is presented without a masker (orange), the activity for detected targets, but not undetected targets (blue), builds up
in the presence of the masker (black). Modified from Gutschalk et al. (2008).

Fig. 8. fMRI study of target detection in a continuous multi-tone masker paradigm (Fig. 6c). The target comprised four identical tones with a regular repetition rate. (a) Areas in
Heschl’s gyrus and planum temporale activated by the target when presented without the masker. (b) Time courses of BOLD activity in the region shown in panel A. The blue and
red curves show activity elicited by detected and undetected targets, respectively. The gray curve shows the activation time course for targets presented passively without a masker.
(c) The peak activity evoked by detected targets (TD) in the auditory cortex is significantly stronger than activity evoked by undetected targets (TN). Reproduced from Wiegand and
Gutschalk (2012).
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A stimulation paradigm similar to classical multi-tone masking,
termed “stochastic figure-ground stimulus,” was used in an fMRI
experiment (Teki et al., 2011) while the listeners performed an
unrelated auditory task. The targets were comprised of repetitions
of several tone frequencies in otherwise random chords (Fig. 6d).
The audibility of the targets increased with the number of syn-
chronous frequency components comprising the target. Perceptual
segregation of this target type cannot be explained by selective
attention to a single frequency, and instead requires a mechanism
that integrates simultaneous cross-frequency events as suggested
by the coherence model (Teki et al., 2013) (see Section 2.1). The
fMRI results show that activity in the temporal lobe and in the
intraparietal sulcus increased with increasing number of target
components. Given that the subjects in that study did not give trial-
by-trial perceptual reports of their perception, it remains to be seen
whether the BOLD activity observed reflects merely the spectro-

temporal coherence of the stimuli, and thus a passive scene-
analysis mechanism, or is linked to bottomeup perceptual pop-
out of the more salient targets.

5. Other scene analysis paradigms

Streaming and informational masking are certainly not the only
paradigms that have been used to study auditory scene analysis
with functional imaging techniques. We now briefly review three
other paradigms: the continuity illusion, concurrent segregation
based on mistuned harmonics, and the segregation of multiple
talkers.

5.1. Continuity illusion

When a speaker or other ongoing sound is occasionally masked
by brief noise bursts or other competing transient sounds, listeners
often report hearing the ongoing sound as continuing through the

Fig. 7. MEG experiment using a random multi-tone masker. The target comprised 12 repetitions of the same tone at a regular rate. (a) The detection probability for the target
increased over time and was on average 50%. (b) Based on dipole source analysis, activity evoked by detected target tones was located in auditory cortex. (c) MEG source activity in
auditory cortex shows a broad (w70e250 ms) negative wave for detected targets. This includes all tones presented after the listener has indicated awareness of the target tones.
Target tones that were presented in the preceding time interval (undetected targets) did not evoke this negative source component. The two lower panels show the activity when no
target is present (left) and when the targets are presented in isolation (right). (d) Dipole source strength measured separately for each of the 12 tones comprised in each target
stream. While the activity decreases over time when the target is presented without a masker (orange), the activity for detected targets, but not undetected targets (blue), builds up
in the presence of the masker (black). Modified from Gutschalk et al. (2008).

Fig. 8. fMRI study of target detection in a continuous multi-tone masker paradigm (Fig. 6c). The target comprised four identical tones with a regular repetition rate. (a) Areas in
Heschl’s gyrus and planum temporale activated by the target when presented without the masker. (b) Time courses of BOLD activity in the region shown in panel A. The blue and
red curves show activity elicited by detected and undetected targets, respectively. The gray curve shows the activation time course for targets presented passively without a masker.
(c) The peak activity evoked by detected targets (TD) in the auditory cortex is significantly stronger than activity evoked by undetected targets (TN). Reproduced from Wiegand and
Gutschalk (2012).
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remains underexplored in the context of audition.

A stimulation paradigm similar to classical multi-tone masking,
termed “stochastic figure-ground stimulus,” was used in an fMRI
experiment (Teki et al., 2011) while the listeners performed an
unrelated auditory task. The targets were comprised of repetitions
of several tone frequencies in otherwise random chords (Fig. 6d).
The audibility of the targets increased with the number of syn-
chronous frequency components comprising the target. Perceptual
segregation of this target type cannot be explained by selective
attention to a single frequency, and instead requires a mechanism
that integrates simultaneous cross-frequency events as suggested
by the coherence model (Teki et al., 2013) (see Section 2.1). The
fMRI results show that activity in the temporal lobe and in the
intraparietal sulcus increased with increasing number of target
components. Given that the subjects in that study did not give trial-
by-trial perceptual reports of their perception, it remains to be seen
whether the BOLD activity observed reflects merely the spectro-

temporal coherence of the stimuli, and thus a passive scene-
analysis mechanism, or is linked to bottomeup perceptual pop-
out of the more salient targets.

5. Other scene analysis paradigms

Streaming and informational masking are certainly not the only
paradigms that have been used to study auditory scene analysis
with functional imaging techniques. We now briefly review three
other paradigms: the continuity illusion, concurrent segregation
based on mistuned harmonics, and the segregation of multiple
talkers.

5.1. Continuity illusion

When a speaker or other ongoing sound is occasionally masked
by brief noise bursts or other competing transient sounds, listeners
often report hearing the ongoing sound as continuing through the

Fig. 7. MEG experiment using a random multi-tone masker. The target comprised 12 repetitions of the same tone at a regular rate. (a) The detection probability for the target
increased over time and was on average 50%. (b) Based on dipole source analysis, activity evoked by detected target tones was located in auditory cortex. (c) MEG source activity in
auditory cortex shows a broad (w70e250 ms) negative wave for detected targets. This includes all tones presented after the listener has indicated awareness of the target tones.
Target tones that were presented in the preceding time interval (undetected targets) did not evoke this negative source component. The two lower panels show the activity when no
target is present (left) and when the targets are presented in isolation (right). (d) Dipole source strength measured separately for each of the 12 tones comprised in each target
stream. While the activity decreases over time when the target is presented without a masker (orange), the activity for detected targets, but not undetected targets (blue), builds up
in the presence of the masker (black). Modified from Gutschalk et al. (2008).

Fig. 8. fMRI study of target detection in a continuous multi-tone masker paradigm (Fig. 6c). The target comprised four identical tones with a regular repetition rate. (a) Areas in
Heschl’s gyrus and planum temporale activated by the target when presented without the masker. (b) Time courses of BOLD activity in the region shown in panel A. The blue and
red curves show activity elicited by detected and undetected targets, respectively. The gray curve shows the activation time course for targets presented passively without a masker.
(c) The peak activity evoked by detected targets (TD) in the auditory cortex is significantly stronger than activity evoked by undetected targets (TN). Reproduced from Wiegand and
Gutschalk (2012).
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remains underexplored in the context of audition.

A stimulation paradigm similar to classical multi-tone masking,
termed “stochastic figure-ground stimulus,” was used in an fMRI
experiment (Teki et al., 2011) while the listeners performed an
unrelated auditory task. The targets were comprised of repetitions
of several tone frequencies in otherwise random chords (Fig. 6d).
The audibility of the targets increased with the number of syn-
chronous frequency components comprising the target. Perceptual
segregation of this target type cannot be explained by selective
attention to a single frequency, and instead requires a mechanism
that integrates simultaneous cross-frequency events as suggested
by the coherence model (Teki et al., 2013) (see Section 2.1). The
fMRI results show that activity in the temporal lobe and in the
intraparietal sulcus increased with increasing number of target
components. Given that the subjects in that study did not give trial-
by-trial perceptual reports of their perception, it remains to be seen
whether the BOLD activity observed reflects merely the spectro-

temporal coherence of the stimuli, and thus a passive scene-
analysis mechanism, or is linked to bottomeup perceptual pop-
out of the more salient targets.

5. Other scene analysis paradigms

Streaming and informational masking are certainly not the only
paradigms that have been used to study auditory scene analysis
with functional imaging techniques. We now briefly review three
other paradigms: the continuity illusion, concurrent segregation
based on mistuned harmonics, and the segregation of multiple
talkers.

5.1. Continuity illusion

When a speaker or other ongoing sound is occasionally masked
by brief noise bursts or other competing transient sounds, listeners
often report hearing the ongoing sound as continuing through the

Fig. 7. MEG experiment using a random multi-tone masker. The target comprised 12 repetitions of the same tone at a regular rate. (a) The detection probability for the target
increased over time and was on average 50%. (b) Based on dipole source analysis, activity evoked by detected target tones was located in auditory cortex. (c) MEG source activity in
auditory cortex shows a broad (w70e250 ms) negative wave for detected targets. This includes all tones presented after the listener has indicated awareness of the target tones.
Target tones that were presented in the preceding time interval (undetected targets) did not evoke this negative source component. The two lower panels show the activity when no
target is present (left) and when the targets are presented in isolation (right). (d) Dipole source strength measured separately for each of the 12 tones comprised in each target
stream. While the activity decreases over time when the target is presented without a masker (orange), the activity for detected targets, but not undetected targets (blue), builds up
in the presence of the masker (black). Modified from Gutschalk et al. (2008).

Fig. 8. fMRI study of target detection in a continuous multi-tone masker paradigm (Fig. 6c). The target comprised four identical tones with a regular repetition rate. (a) Areas in
Heschl’s gyrus and planum temporale activated by the target when presented without the masker. (b) Time courses of BOLD activity in the region shown in panel A. The blue and
red curves show activity elicited by detected and undetected targets, respectively. The gray curve shows the activation time course for targets presented passively without a masker.
(c) The peak activity evoked by detected targets (TD) in the auditory cortex is significantly stronger than activity evoked by undetected targets (TN). Reproduced from Wiegand and
Gutschalk (2012).
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When a speaker or other ongoing sound is occasionally masked
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often report hearing the ongoing sound as continuing through the

Fig. 7. MEG experiment using a random multi-tone masker. The target comprised 12 repetitions of the same tone at a regular rate. (a) The detection probability for the target
increased over time and was on average 50%. (b) Based on dipole source analysis, activity evoked by detected target tones was located in auditory cortex. (c) MEG source activity in
auditory cortex shows a broad (w70e250 ms) negative wave for detected targets. This includes all tones presented after the listener has indicated awareness of the target tones.
Target tones that were presented in the preceding time interval (undetected targets) did not evoke this negative source component. The two lower panels show the activity when no
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Fig. 8. fMRI study of target detection in a continuous multi-tone masker paradigm (Fig. 6c). The target comprised four identical tones with a regular repetition rate. (a) Areas in
Heschl’s gyrus and planum temporale activated by the target when presented without the masker. (b) Time courses of BOLD activity in the region shown in panel A. The blue and
red curves show activity elicited by detected and undetected targets, respectively. The gray curve shows the activation time course for targets presented passively without a masker.
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Neural Measures of 
Perception

• Multiple cortical representations of the 
sounds present in an acoustic scene. 

• Some determined more by the percept of 
a sound than its acoustics (typically later 
representations in higher-order auditory 
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• Some neural measures track (or perhaps 
more likely, precede) the percept of the 
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‣ Still tone-based (no speech)

‣ Still ambiguous auditory scene

• Distinct percepts despite single stimulus

• Avoid confound of stimulus-dependent 
percept
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sustained attention modulates the cortical representation of the
specific feature, but not general intrinsic rhythms, whether in the
same band or other bands.

Changes in response phase coherence across channels were also
assessed at the same frequencies (Figure 3B, sample participant in
Figure 3C). This analysis focuses on the distant channel pairs with
enhanced phase coherence at each specific frequency. Only the
phase coherence at the target rate shows a significant enhancement
(bootstrap across participants, p = 0.002), further demonstrating that

change from one form of attention to another does not modulate
general intrinsic rhythms. This 30% enhancement is distributed
across channel pairs, revealing increased phase coherence both
within and across hemispheres.

We also observe a task-dependent hemispheric asymmetry in
the representation of the neural response at the target rate. During
the target task, the left hemisphere showed a greater normalized
neural response than the right hemisphere (bootstrap across
participants, p = 0.001); during the masker task, the right

Figure 1. Stimulus description and behavioral performance. (A) Cartoon spectrogram of a typical stimulus. The stimulus consists of a
repeating target note embedded in random interferers. A spectral protection region surrounds the target frequency with a spectral width of twice
the minimal distance between the target note and nearest masker component (orange band). In the target task, participants were instructed to
detect a frequency-shifted (DF) deviant in the repeating target notes. In the masker task, participants were instructed to detect a sudden temporal
elongation (DT) of the masker notes. (B) Behavioral performance results for target and masker tasks, as measured by d-prime as a function of spectral
protection region width. Orange (respectively, light-blue) lines show the mean performance in task detection in the target task (respectively, masker
task) in the psychoacoustical study. Red (respectively, dark-blue) points show the mean performance in task detection in the target task (respectively,
masker task) in the MEG study (eight-semitone condition only). Error bars represent standard error.
doi:10.1371/journal.pbio.1000129.g001
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hemisphere showed a greater normalized neural response than the
left hemisphere (bootstrap across participants, p = 0.04) (Figure 3D).

Together with the behavioral demands of the task, the bottom-
up saliency of a target note contributes to both the neural response
and participant performance. A close examination of the physical
parameters of the stimulus reveals that the frequency of the target
note affects the audibility of the repeating rhythm, with higher-
frequency targets popping out more prominently than their lower-
frequency counterparts. This variation in the pop-out sensation
may be explained by the contours of constant loudness of human
hearing showing an approximately 5-dB increase over the target

note range 250–500 Hz [45], because our stimuli were normalized
according to their spectral power, not loudness. We exploit this
physical sensitivity of the auditory system and determine the effect
of this target pop-out on the neural and behavioral performances
in both target and masker tasks. Figure 4A (orange line) confirms
that behavioral performance in the target task is easier for higher-
frequency targets (.350 Hz) than for lower frequencies (t-test;
t = 23.3, p = 0.002). Correlated with this trend is an increased
neural response to the target for higher frequencies compared to
lower frequencies (red line) (increase not statistically significant
alone). Conversely, the masker task shows a trend of being

Figure 2. Neural responses. (A) Power spectral density of MEG responses for a single participant (participant 14 in Figure 2B below) in target (left)
and masker (right) tasks, averaged over 20 channels. Insets: the MEG magnetic field distributions of the target rhythm response component. Red and
green contours represent the target magnetic field strength projected onto a line with constant phase. (B) Normalized neural response to the target
rhythm by participant (individual bars) and task (red for target task, blue for masker task). The normalized neural response is computed as the ratio of
the neural response power at the target rate (4 Hz) to the average power of the background neural activity (from 3–5 Hz; see Materials and Methods).
Bar height is the mean of the 20 best channels; error bars represent standard error. Light-pink background (respectively, light-blue) is the mean over
participants for the target task (respectively, masker task).
doi:10.1371/journal.pbio.1000129.g002
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hemisphere showed a greater normalized neural response than the
left hemisphere (bootstrap across participants, p = 0.04) (Figure 3D).

Together with the behavioral demands of the task, the bottom-
up saliency of a target note contributes to both the neural response
and participant performance. A close examination of the physical
parameters of the stimulus reveals that the frequency of the target
note affects the audibility of the repeating rhythm, with higher-
frequency targets popping out more prominently than their lower-
frequency counterparts. This variation in the pop-out sensation
may be explained by the contours of constant loudness of human
hearing showing an approximately 5-dB increase over the target

note range 250–500 Hz [45], because our stimuli were normalized
according to their spectral power, not loudness. We exploit this
physical sensitivity of the auditory system and determine the effect
of this target pop-out on the neural and behavioral performances
in both target and masker tasks. Figure 4A (orange line) confirms
that behavioral performance in the target task is easier for higher-
frequency targets (.350 Hz) than for lower frequencies (t-test;
t = 23.3, p = 0.002). Correlated with this trend is an increased
neural response to the target for higher frequencies compared to
lower frequencies (red line) (increase not statistically significant
alone). Conversely, the masker task shows a trend of being

Figure 2. Neural responses. (A) Power spectral density of MEG responses for a single participant (participant 14 in Figure 2B below) in target (left)
and masker (right) tasks, averaged over 20 channels. Insets: the MEG magnetic field distributions of the target rhythm response component. Red and
green contours represent the target magnetic field strength projected onto a line with constant phase. (B) Normalized neural response to the target
rhythm by participant (individual bars) and task (red for target task, blue for masker task). The normalized neural response is computed as the ratio of
the neural response power at the target rate (4 Hz) to the average power of the background neural activity (from 3–5 Hz; see Materials and Methods).
Bar height is the mean of the 20 best channels; error bars represent standard error. Light-pink background (respectively, light-blue) is the mean over
participants for the target task (respectively, masker task).
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oppositely affected by the physical saliency of the target note despite
its irrelevance for task performance (approaching significance; t-test,
t = 1.8, p = 0.08). On the one hand, the neural power is increased for
high-frequency targets reflecting their increased audibility (dark-blue
line) (though not statistically significant alone). On the other hand, as
the target becomes more prominent, the participants’ performance
of the background task deteriorates, indicating a distraction effect
caused by the presence of the repeating note (light-blue line).
Additionally, phase coherence is significantly enhanced for high-
frequency targets over low-frequency targets only during the target
task (bootstrap across participants, p,1023) (Figure 4C). This result
confirms that the physical parameters and acoustic saliency of a
signal can interfere with the intended attentional spotlight of listeners
and effectively deteriorate task performance [46,47], both neurally
and behaviorally.

In order to establish the correspondence within participants
between the neural and behavioral responses under both task
conditions in a parametric way, we quantified the slope (converted
into an angle) relating the normalized neural signal with the
listener’s d-prime performance on a per-participant basis. The
average slope angle for the target task is 55.1u, i.e., a positive slope,
demonstrating the positive correlation between the two measures.
Bootstrap analysis confirms this; Figure 4B, left panel, illustrates
both the bootstrap mean of 55.3u (green line) and the 5th to 95th
percentile confidence limits (gray background), all with positive
slopes. Analysis of the masker task also demonstrates the
anticorrelation trend between the neural and behavioral data,
with an average slope angle of 236.3u shown in yellow. The
bootstrap analysis also confirms this; Figure 4B (right panel) shows
that the 5th to 95th confidence intervals (gray background) yield a
robust negative slope with a bootstrap mean of 237.6u (green line).

The perceptual detectability of the regular target rhythm
improves over time, following a pattern that is highly correlated
with the neural buildup of the signal representation. Consistent
with previous findings of buildup of auditory stream segregation
[24,35,48,49], participants’ performance during the target task
improves significantly over several seconds as shown in Figure 5A
(solid orange line) (bootstrap across participants, p,10–4). This

Figure 3. Power and phase enhancement during target task. (A)
Normalized neural response of target task relative to masker task shows
differential enhancement exclusively at 4 Hz (the frequency of the
target rhythm). Each data point represents the difference between
normalized neural response of target relative to masker task; error bars
represent standard error The asterisk at 4 Hz shows that only that
particular frequency yields a statistically significant enhancement. (B)
Phase coherence between distant MEG channels of target relative to
masker task. The difference between the number of long-range channel
pairs with robust increased coherence in target task, and channel pairs
with decreased coherence, is normalized over the total number of long-
range channel pairs. The phase enhancement is significant (shown with
asterisk) only at 4 Hz. (C) Channel pairs with robust coherence
difference at target rate for single participant, overlaid on the contour
map of normalized neural response at target rate. Each channel pair
with enhancement coherence is connected by a red line, whereas pairs
with decreased coherence are connected by a blue line. Coherence is
only analyzed for the 20 channels with the best normalized response to
target rhythm. (D) Neural responses to target across hemispheres. The
20 channels with the strongest normalized neural response at target
rate were chosen from the left and right hemispheres, respectively, to
represent the overall neural activity of each hemisphere. Neural
responses were averaged across the 20 channels, and 14 participants
were compared across hemispheres and tasks. The left hemisphere
shows stronger differential activation at target rate in target task,
whereas the right hemisphere shows stronger activation in masker task
(asterisks indicate that the differences are significant).
doi:10.1371/journal.pbio.1000129.g003
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sustained attention modulates the cortical representation of the
specific feature, but not general intrinsic rhythms, whether in the
same band or other bands.

Changes in response phase coherence across channels were also
assessed at the same frequencies (Figure 3B, sample participant in
Figure 3C). This analysis focuses on the distant channel pairs with
enhanced phase coherence at each specific frequency. Only the
phase coherence at the target rate shows a significant enhancement
(bootstrap across participants, p = 0.002), further demonstrating that

change from one form of attention to another does not modulate
general intrinsic rhythms. This 30% enhancement is distributed
across channel pairs, revealing increased phase coherence both
within and across hemispheres.

We also observe a task-dependent hemispheric asymmetry in
the representation of the neural response at the target rate. During
the target task, the left hemisphere showed a greater normalized
neural response than the right hemisphere (bootstrap across
participants, p = 0.001); during the masker task, the right

Figure 1. Stimulus description and behavioral performance. (A) Cartoon spectrogram of a typical stimulus. The stimulus consists of a
repeating target note embedded in random interferers. A spectral protection region surrounds the target frequency with a spectral width of twice
the minimal distance between the target note and nearest masker component (orange band). In the target task, participants were instructed to
detect a frequency-shifted (DF) deviant in the repeating target notes. In the masker task, participants were instructed to detect a sudden temporal
elongation (DT) of the masker notes. (B) Behavioral performance results for target and masker tasks, as measured by d-prime as a function of spectral
protection region width. Orange (respectively, light-blue) lines show the mean performance in task detection in the target task (respectively, masker
task) in the psychoacoustical study. Red (respectively, dark-blue) points show the mean performance in task detection in the target task (respectively,
masker task) in the MEG study (eight-semitone condition only). Error bars represent standard error.
doi:10.1371/journal.pbio.1000129.g001
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hemisphere showed a greater normalized neural response than the
left hemisphere (bootstrap across participants, p = 0.04) (Figure 3D).

Together with the behavioral demands of the task, the bottom-
up saliency of a target note contributes to both the neural response
and participant performance. A close examination of the physical
parameters of the stimulus reveals that the frequency of the target
note affects the audibility of the repeating rhythm, with higher-
frequency targets popping out more prominently than their lower-
frequency counterparts. This variation in the pop-out sensation
may be explained by the contours of constant loudness of human
hearing showing an approximately 5-dB increase over the target

note range 250–500 Hz [45], because our stimuli were normalized
according to their spectral power, not loudness. We exploit this
physical sensitivity of the auditory system and determine the effect
of this target pop-out on the neural and behavioral performances
in both target and masker tasks. Figure 4A (orange line) confirms
that behavioral performance in the target task is easier for higher-
frequency targets (.350 Hz) than for lower frequencies (t-test;
t = 23.3, p = 0.002). Correlated with this trend is an increased
neural response to the target for higher frequencies compared to
lower frequencies (red line) (increase not statistically significant
alone). Conversely, the masker task shows a trend of being

Figure 2. Neural responses. (A) Power spectral density of MEG responses for a single participant (participant 14 in Figure 2B below) in target (left)
and masker (right) tasks, averaged over 20 channels. Insets: the MEG magnetic field distributions of the target rhythm response component. Red and
green contours represent the target magnetic field strength projected onto a line with constant phase. (B) Normalized neural response to the target
rhythm by participant (individual bars) and task (red for target task, blue for masker task). The normalized neural response is computed as the ratio of
the neural response power at the target rate (4 Hz) to the average power of the background neural activity (from 3–5 Hz; see Materials and Methods).
Bar height is the mean of the 20 best channels; error bars represent standard error. Light-pink background (respectively, light-blue) is the mean over
participants for the target task (respectively, masker task).
doi:10.1371/journal.pbio.1000129.g002
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up saliency of a target note contributes to both the neural response
and participant performance. A close examination of the physical
parameters of the stimulus reveals that the frequency of the target
note affects the audibility of the repeating rhythm, with higher-
frequency targets popping out more prominently than their lower-
frequency counterparts. This variation in the pop-out sensation
may be explained by the contours of constant loudness of human
hearing showing an approximately 5-dB increase over the target

note range 250–500 Hz [45], because our stimuli were normalized
according to their spectral power, not loudness. We exploit this
physical sensitivity of the auditory system and determine the effect
of this target pop-out on the neural and behavioral performances
in both target and masker tasks. Figure 4A (orange line) confirms
that behavioral performance in the target task is easier for higher-
frequency targets (.350 Hz) than for lower frequencies (t-test;
t = 23.3, p = 0.002). Correlated with this trend is an increased
neural response to the target for higher frequencies compared to
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alone). Conversely, the masker task shows a trend of being

Figure 2. Neural responses. (A) Power spectral density of MEG responses for a single participant (participant 14 in Figure 2B below) in target (left)
and masker (right) tasks, averaged over 20 channels. Insets: the MEG magnetic field distributions of the target rhythm response component. Red and
green contours represent the target magnetic field strength projected onto a line with constant phase. (B) Normalized neural response to the target
rhythm by participant (individual bars) and task (red for target task, blue for masker task). The normalized neural response is computed as the ratio of
the neural response power at the target rate (4 Hz) to the average power of the background neural activity (from 3–5 Hz; see Materials and Methods).
Bar height is the mean of the 20 best channels; error bars represent standard error. Light-pink background (respectively, light-blue) is the mean over
participants for the target task (respectively, masker task).
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oppositely affected by the physical saliency of the target note despite
its irrelevance for task performance (approaching significance; t-test,
t = 1.8, p = 0.08). On the one hand, the neural power is increased for
high-frequency targets reflecting their increased audibility (dark-blue
line) (though not statistically significant alone). On the other hand, as
the target becomes more prominent, the participants’ performance
of the background task deteriorates, indicating a distraction effect
caused by the presence of the repeating note (light-blue line).
Additionally, phase coherence is significantly enhanced for high-
frequency targets over low-frequency targets only during the target
task (bootstrap across participants, p,1023) (Figure 4C). This result
confirms that the physical parameters and acoustic saliency of a
signal can interfere with the intended attentional spotlight of listeners
and effectively deteriorate task performance [46,47], both neurally
and behaviorally.

In order to establish the correspondence within participants
between the neural and behavioral responses under both task
conditions in a parametric way, we quantified the slope (converted
into an angle) relating the normalized neural signal with the
listener’s d-prime performance on a per-participant basis. The
average slope angle for the target task is 55.1u, i.e., a positive slope,
demonstrating the positive correlation between the two measures.
Bootstrap analysis confirms this; Figure 4B, left panel, illustrates
both the bootstrap mean of 55.3u (green line) and the 5th to 95th
percentile confidence limits (gray background), all with positive
slopes. Analysis of the masker task also demonstrates the
anticorrelation trend between the neural and behavioral data,
with an average slope angle of 236.3u shown in yellow. The
bootstrap analysis also confirms this; Figure 4B (right panel) shows
that the 5th to 95th confidence intervals (gray background) yield a
robust negative slope with a bootstrap mean of 237.6u (green line).

The perceptual detectability of the regular target rhythm
improves over time, following a pattern that is highly correlated
with the neural buildup of the signal representation. Consistent
with previous findings of buildup of auditory stream segregation
[24,35,48,49], participants’ performance during the target task
improves significantly over several seconds as shown in Figure 5A
(solid orange line) (bootstrap across participants, p,10–4). This

Figure 3. Power and phase enhancement during target task. (A)
Normalized neural response of target task relative to masker task shows
differential enhancement exclusively at 4 Hz (the frequency of the
target rhythm). Each data point represents the difference between
normalized neural response of target relative to masker task; error bars
represent standard error The asterisk at 4 Hz shows that only that
particular frequency yields a statistically significant enhancement. (B)
Phase coherence between distant MEG channels of target relative to
masker task. The difference between the number of long-range channel
pairs with robust increased coherence in target task, and channel pairs
with decreased coherence, is normalized over the total number of long-
range channel pairs. The phase enhancement is significant (shown with
asterisk) only at 4 Hz. (C) Channel pairs with robust coherence
difference at target rate for single participant, overlaid on the contour
map of normalized neural response at target rate. Each channel pair
with enhancement coherence is connected by a red line, whereas pairs
with decreased coherence are connected by a blue line. Coherence is
only analyzed for the 20 channels with the best normalized response to
target rhythm. (D) Neural responses to target across hemispheres. The
20 channels with the strongest normalized neural response at target
rate were chosen from the left and right hemispheres, respectively, to
represent the overall neural activity of each hemisphere. Neural
responses were averaged across the 20 channels, and 14 participants
were compared across hemispheres and tasks. The left hemisphere
shows stronger differential activation at target rate in target task,
whereas the right hemisphere shows stronger activation in masker task
(asterisks indicate that the differences are significant).
doi:10.1371/journal.pbio.1000129.g003
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sustained attention modulates the cortical representation of the
specific feature, but not general intrinsic rhythms, whether in the
same band or other bands.

Changes in response phase coherence across channels were also
assessed at the same frequencies (Figure 3B, sample participant in
Figure 3C). This analysis focuses on the distant channel pairs with
enhanced phase coherence at each specific frequency. Only the
phase coherence at the target rate shows a significant enhancement
(bootstrap across participants, p = 0.002), further demonstrating that

change from one form of attention to another does not modulate
general intrinsic rhythms. This 30% enhancement is distributed
across channel pairs, revealing increased phase coherence both
within and across hemispheres.

We also observe a task-dependent hemispheric asymmetry in
the representation of the neural response at the target rate. During
the target task, the left hemisphere showed a greater normalized
neural response than the right hemisphere (bootstrap across
participants, p = 0.001); during the masker task, the right

Figure 1. Stimulus description and behavioral performance. (A) Cartoon spectrogram of a typical stimulus. The stimulus consists of a
repeating target note embedded in random interferers. A spectral protection region surrounds the target frequency with a spectral width of twice
the minimal distance between the target note and nearest masker component (orange band). In the target task, participants were instructed to
detect a frequency-shifted (DF) deviant in the repeating target notes. In the masker task, participants were instructed to detect a sudden temporal
elongation (DT) of the masker notes. (B) Behavioral performance results for target and masker tasks, as measured by d-prime as a function of spectral
protection region width. Orange (respectively, light-blue) lines show the mean performance in task detection in the target task (respectively, masker
task) in the psychoacoustical study. Red (respectively, dark-blue) points show the mean performance in task detection in the target task (respectively,
masker task) in the MEG study (eight-semitone condition only). Error bars represent standard error.
doi:10.1371/journal.pbio.1000129.g001
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hemisphere showed a greater normalized neural response than the
left hemisphere (bootstrap across participants, p = 0.04) (Figure 3D).

Together with the behavioral demands of the task, the bottom-
up saliency of a target note contributes to both the neural response
and participant performance. A close examination of the physical
parameters of the stimulus reveals that the frequency of the target
note affects the audibility of the repeating rhythm, with higher-
frequency targets popping out more prominently than their lower-
frequency counterparts. This variation in the pop-out sensation
may be explained by the contours of constant loudness of human
hearing showing an approximately 5-dB increase over the target

note range 250–500 Hz [45], because our stimuli were normalized
according to their spectral power, not loudness. We exploit this
physical sensitivity of the auditory system and determine the effect
of this target pop-out on the neural and behavioral performances
in both target and masker tasks. Figure 4A (orange line) confirms
that behavioral performance in the target task is easier for higher-
frequency targets (.350 Hz) than for lower frequencies (t-test;
t = 23.3, p = 0.002). Correlated with this trend is an increased
neural response to the target for higher frequencies compared to
lower frequencies (red line) (increase not statistically significant
alone). Conversely, the masker task shows a trend of being

Figure 2. Neural responses. (A) Power spectral density of MEG responses for a single participant (participant 14 in Figure 2B below) in target (left)
and masker (right) tasks, averaged over 20 channels. Insets: the MEG magnetic field distributions of the target rhythm response component. Red and
green contours represent the target magnetic field strength projected onto a line with constant phase. (B) Normalized neural response to the target
rhythm by participant (individual bars) and task (red for target task, blue for masker task). The normalized neural response is computed as the ratio of
the neural response power at the target rate (4 Hz) to the average power of the background neural activity (from 3–5 Hz; see Materials and Methods).
Bar height is the mean of the 20 best channels; error bars represent standard error. Light-pink background (respectively, light-blue) is the mean over
participants for the target task (respectively, masker task).
doi:10.1371/journal.pbio.1000129.g002
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and participant performance. A close examination of the physical
parameters of the stimulus reveals that the frequency of the target
note affects the audibility of the repeating rhythm, with higher-
frequency targets popping out more prominently than their lower-
frequency counterparts. This variation in the pop-out sensation
may be explained by the contours of constant loudness of human
hearing showing an approximately 5-dB increase over the target

note range 250–500 Hz [45], because our stimuli were normalized
according to their spectral power, not loudness. We exploit this
physical sensitivity of the auditory system and determine the effect
of this target pop-out on the neural and behavioral performances
in both target and masker tasks. Figure 4A (orange line) confirms
that behavioral performance in the target task is easier for higher-
frequency targets (.350 Hz) than for lower frequencies (t-test;
t = 23.3, p = 0.002). Correlated with this trend is an increased
neural response to the target for higher frequencies compared to
lower frequencies (red line) (increase not statistically significant
alone). Conversely, the masker task shows a trend of being

Figure 2. Neural responses. (A) Power spectral density of MEG responses for a single participant (participant 14 in Figure 2B below) in target (left)
and masker (right) tasks, averaged over 20 channels. Insets: the MEG magnetic field distributions of the target rhythm response component. Red and
green contours represent the target magnetic field strength projected onto a line with constant phase. (B) Normalized neural response to the target
rhythm by participant (individual bars) and task (red for target task, blue for masker task). The normalized neural response is computed as the ratio of
the neural response power at the target rate (4 Hz) to the average power of the background neural activity (from 3–5 Hz; see Materials and Methods).
Bar height is the mean of the 20 best channels; error bars represent standard error. Light-pink background (respectively, light-blue) is the mean over
participants for the target task (respectively, masker task).
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oppositely affected by the physical saliency of the target note despite
its irrelevance for task performance (approaching significance; t-test,
t = 1.8, p = 0.08). On the one hand, the neural power is increased for
high-frequency targets reflecting their increased audibility (dark-blue
line) (though not statistically significant alone). On the other hand, as
the target becomes more prominent, the participants’ performance
of the background task deteriorates, indicating a distraction effect
caused by the presence of the repeating note (light-blue line).
Additionally, phase coherence is significantly enhanced for high-
frequency targets over low-frequency targets only during the target
task (bootstrap across participants, p,1023) (Figure 4C). This result
confirms that the physical parameters and acoustic saliency of a
signal can interfere with the intended attentional spotlight of listeners
and effectively deteriorate task performance [46,47], both neurally
and behaviorally.

In order to establish the correspondence within participants
between the neural and behavioral responses under both task
conditions in a parametric way, we quantified the slope (converted
into an angle) relating the normalized neural signal with the
listener’s d-prime performance on a per-participant basis. The
average slope angle for the target task is 55.1u, i.e., a positive slope,
demonstrating the positive correlation between the two measures.
Bootstrap analysis confirms this; Figure 4B, left panel, illustrates
both the bootstrap mean of 55.3u (green line) and the 5th to 95th
percentile confidence limits (gray background), all with positive
slopes. Analysis of the masker task also demonstrates the
anticorrelation trend between the neural and behavioral data,
with an average slope angle of 236.3u shown in yellow. The
bootstrap analysis also confirms this; Figure 4B (right panel) shows
that the 5th to 95th confidence intervals (gray background) yield a
robust negative slope with a bootstrap mean of 237.6u (green line).

The perceptual detectability of the regular target rhythm
improves over time, following a pattern that is highly correlated
with the neural buildup of the signal representation. Consistent
with previous findings of buildup of auditory stream segregation
[24,35,48,49], participants’ performance during the target task
improves significantly over several seconds as shown in Figure 5A
(solid orange line) (bootstrap across participants, p,10–4). This

Figure 3. Power and phase enhancement during target task. (A)
Normalized neural response of target task relative to masker task shows
differential enhancement exclusively at 4 Hz (the frequency of the
target rhythm). Each data point represents the difference between
normalized neural response of target relative to masker task; error bars
represent standard error The asterisk at 4 Hz shows that only that
particular frequency yields a statistically significant enhancement. (B)
Phase coherence between distant MEG channels of target relative to
masker task. The difference between the number of long-range channel
pairs with robust increased coherence in target task, and channel pairs
with decreased coherence, is normalized over the total number of long-
range channel pairs. The phase enhancement is significant (shown with
asterisk) only at 4 Hz. (C) Channel pairs with robust coherence
difference at target rate for single participant, overlaid on the contour
map of normalized neural response at target rate. Each channel pair
with enhancement coherence is connected by a red line, whereas pairs
with decreased coherence are connected by a blue line. Coherence is
only analyzed for the 20 channels with the best normalized response to
target rhythm. (D) Neural responses to target across hemispheres. The
20 channels with the strongest normalized neural response at target
rate were chosen from the left and right hemispheres, respectively, to
represent the overall neural activity of each hemisphere. Neural
responses were averaged across the 20 channels, and 14 participants
were compared across hemispheres and tasks. The left hemisphere
shows stronger differential activation at target rate in target task,
whereas the right hemisphere shows stronger activation in masker task
(asterisks indicate that the differences are significant).
doi:10.1371/journal.pbio.1000129.g003
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sustained attention modulates the cortical representation of the
specific feature, but not general intrinsic rhythms, whether in the
same band or other bands.

Changes in response phase coherence across channels were also
assessed at the same frequencies (Figure 3B, sample participant in
Figure 3C). This analysis focuses on the distant channel pairs with
enhanced phase coherence at each specific frequency. Only the
phase coherence at the target rate shows a significant enhancement
(bootstrap across participants, p = 0.002), further demonstrating that

change from one form of attention to another does not modulate
general intrinsic rhythms. This 30% enhancement is distributed
across channel pairs, revealing increased phase coherence both
within and across hemispheres.

We also observe a task-dependent hemispheric asymmetry in
the representation of the neural response at the target rate. During
the target task, the left hemisphere showed a greater normalized
neural response than the right hemisphere (bootstrap across
participants, p = 0.001); during the masker task, the right

Figure 1. Stimulus description and behavioral performance. (A) Cartoon spectrogram of a typical stimulus. The stimulus consists of a
repeating target note embedded in random interferers. A spectral protection region surrounds the target frequency with a spectral width of twice
the minimal distance between the target note and nearest masker component (orange band). In the target task, participants were instructed to
detect a frequency-shifted (DF) deviant in the repeating target notes. In the masker task, participants were instructed to detect a sudden temporal
elongation (DT) of the masker notes. (B) Behavioral performance results for target and masker tasks, as measured by d-prime as a function of spectral
protection region width. Orange (respectively, light-blue) lines show the mean performance in task detection in the target task (respectively, masker
task) in the psychoacoustical study. Red (respectively, dark-blue) points show the mean performance in task detection in the target task (respectively,
masker task) in the MEG study (eight-semitone condition only). Error bars represent standard error.
doi:10.1371/journal.pbio.1000129.g001
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hemisphere showed a greater normalized neural response than the
left hemisphere (bootstrap across participants, p = 0.04) (Figure 3D).

Together with the behavioral demands of the task, the bottom-
up saliency of a target note contributes to both the neural response
and participant performance. A close examination of the physical
parameters of the stimulus reveals that the frequency of the target
note affects the audibility of the repeating rhythm, with higher-
frequency targets popping out more prominently than their lower-
frequency counterparts. This variation in the pop-out sensation
may be explained by the contours of constant loudness of human
hearing showing an approximately 5-dB increase over the target

note range 250–500 Hz [45], because our stimuli were normalized
according to their spectral power, not loudness. We exploit this
physical sensitivity of the auditory system and determine the effect
of this target pop-out on the neural and behavioral performances
in both target and masker tasks. Figure 4A (orange line) confirms
that behavioral performance in the target task is easier for higher-
frequency targets (.350 Hz) than for lower frequencies (t-test;
t = 23.3, p = 0.002). Correlated with this trend is an increased
neural response to the target for higher frequencies compared to
lower frequencies (red line) (increase not statistically significant
alone). Conversely, the masker task shows a trend of being

Figure 2. Neural responses. (A) Power spectral density of MEG responses for a single participant (participant 14 in Figure 2B below) in target (left)
and masker (right) tasks, averaged over 20 channels. Insets: the MEG magnetic field distributions of the target rhythm response component. Red and
green contours represent the target magnetic field strength projected onto a line with constant phase. (B) Normalized neural response to the target
rhythm by participant (individual bars) and task (red for target task, blue for masker task). The normalized neural response is computed as the ratio of
the neural response power at the target rate (4 Hz) to the average power of the background neural activity (from 3–5 Hz; see Materials and Methods).
Bar height is the mean of the 20 best channels; error bars represent standard error. Light-pink background (respectively, light-blue) is the mean over
participants for the target task (respectively, masker task).
doi:10.1371/journal.pbio.1000129.g002
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hemisphere showed a greater normalized neural response than the
left hemisphere (bootstrap across participants, p = 0.04) (Figure 3D).

Together with the behavioral demands of the task, the bottom-
up saliency of a target note contributes to both the neural response
and participant performance. A close examination of the physical
parameters of the stimulus reveals that the frequency of the target
note affects the audibility of the repeating rhythm, with higher-
frequency targets popping out more prominently than their lower-
frequency counterparts. This variation in the pop-out sensation
may be explained by the contours of constant loudness of human
hearing showing an approximately 5-dB increase over the target

note range 250–500 Hz [45], because our stimuli were normalized
according to their spectral power, not loudness. We exploit this
physical sensitivity of the auditory system and determine the effect
of this target pop-out on the neural and behavioral performances
in both target and masker tasks. Figure 4A (orange line) confirms
that behavioral performance in the target task is easier for higher-
frequency targets (.350 Hz) than for lower frequencies (t-test;
t = 23.3, p = 0.002). Correlated with this trend is an increased
neural response to the target for higher frequencies compared to
lower frequencies (red line) (increase not statistically significant
alone). Conversely, the masker task shows a trend of being

Figure 2. Neural responses. (A) Power spectral density of MEG responses for a single participant (participant 14 in Figure 2B below) in target (left)
and masker (right) tasks, averaged over 20 channels. Insets: the MEG magnetic field distributions of the target rhythm response component. Red and
green contours represent the target magnetic field strength projected onto a line with constant phase. (B) Normalized neural response to the target
rhythm by participant (individual bars) and task (red for target task, blue for masker task). The normalized neural response is computed as the ratio of
the neural response power at the target rate (4 Hz) to the average power of the background neural activity (from 3–5 Hz; see Materials and Methods).
Bar height is the mean of the 20 best channels; error bars represent standard error. Light-pink background (respectively, light-blue) is the mean over
participants for the target task (respectively, masker task).
doi:10.1371/journal.pbio.1000129.g002
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oppositely affected by the physical saliency of the target note despite
its irrelevance for task performance (approaching significance; t-test,
t = 1.8, p = 0.08). On the one hand, the neural power is increased for
high-frequency targets reflecting their increased audibility (dark-blue
line) (though not statistically significant alone). On the other hand, as
the target becomes more prominent, the participants’ performance
of the background task deteriorates, indicating a distraction effect
caused by the presence of the repeating note (light-blue line).
Additionally, phase coherence is significantly enhanced for high-
frequency targets over low-frequency targets only during the target
task (bootstrap across participants, p,1023) (Figure 4C). This result
confirms that the physical parameters and acoustic saliency of a
signal can interfere with the intended attentional spotlight of listeners
and effectively deteriorate task performance [46,47], both neurally
and behaviorally.

In order to establish the correspondence within participants
between the neural and behavioral responses under both task
conditions in a parametric way, we quantified the slope (converted
into an angle) relating the normalized neural signal with the
listener’s d-prime performance on a per-participant basis. The
average slope angle for the target task is 55.1u, i.e., a positive slope,
demonstrating the positive correlation between the two measures.
Bootstrap analysis confirms this; Figure 4B, left panel, illustrates
both the bootstrap mean of 55.3u (green line) and the 5th to 95th
percentile confidence limits (gray background), all with positive
slopes. Analysis of the masker task also demonstrates the
anticorrelation trend between the neural and behavioral data,
with an average slope angle of 236.3u shown in yellow. The
bootstrap analysis also confirms this; Figure 4B (right panel) shows
that the 5th to 95th confidence intervals (gray background) yield a
robust negative slope with a bootstrap mean of 237.6u (green line).

The perceptual detectability of the regular target rhythm
improves over time, following a pattern that is highly correlated
with the neural buildup of the signal representation. Consistent
with previous findings of buildup of auditory stream segregation
[24,35,48,49], participants’ performance during the target task
improves significantly over several seconds as shown in Figure 5A
(solid orange line) (bootstrap across participants, p,10–4). This

Figure 3. Power and phase enhancement during target task. (A)
Normalized neural response of target task relative to masker task shows
differential enhancement exclusively at 4 Hz (the frequency of the
target rhythm). Each data point represents the difference between
normalized neural response of target relative to masker task; error bars
represent standard error The asterisk at 4 Hz shows that only that
particular frequency yields a statistically significant enhancement. (B)
Phase coherence between distant MEG channels of target relative to
masker task. The difference between the number of long-range channel
pairs with robust increased coherence in target task, and channel pairs
with decreased coherence, is normalized over the total number of long-
range channel pairs. The phase enhancement is significant (shown with
asterisk) only at 4 Hz. (C) Channel pairs with robust coherence
difference at target rate for single participant, overlaid on the contour
map of normalized neural response at target rate. Each channel pair
with enhancement coherence is connected by a red line, whereas pairs
with decreased coherence are connected by a blue line. Coherence is
only analyzed for the 20 channels with the best normalized response to
target rhythm. (D) Neural responses to target across hemispheres. The
20 channels with the strongest normalized neural response at target
rate were chosen from the left and right hemispheres, respectively, to
represent the overall neural activity of each hemisphere. Neural
responses were averaged across the 20 channels, and 14 participants
were compared across hemispheres and tasks. The left hemisphere
shows stronger differential activation at target rate in target task,
whereas the right hemisphere shows stronger activation in masker task
(asterisks indicate that the differences are significant).
doi:10.1371/journal.pbio.1000129.g003
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similarity suggests that target detection is mediated by top-down
mechanisms analogous to those employed in auditory streaming
and object formation [50]. These streaming buildup effects tend to
operate over the course of a few seconds, and cannot be explained
by attentional buildup dynamics reported to be much faster or
much slower in time [51,52]. Moreover, the neural response to the
target rhythm also displays a statistically significant buildup
(Figure 5A, dashed red line) (bootstrap across participants,
p = 0.02) closely aligned with the behavioral curve, and conse-
quently, decoupled from the actual acoustics. The remarkable
correspondence between these two measures strongly suggests that
the enhanced perception of the target over time is mediated by an
enhancement of the neural signal representation, itself driven by
an accumulation of sensory evidence mediated by top-down
mechanisms. No such neural buildup of the neural response to the
target rhythm is present for the masker task.

The MEG magnetic field distributions of the target rhythm
response component in Figure 5A (insets), showing the stereotyp-
ical pattern of neural activity originating separately in left and
right auditory cortex, illustrate the changing strength of the neural
activity over time in an individual participant.

We confirm the correlation within participants between the
psychometric and neurometric curves over time by running a
bootstrap analysis on a per-participant basis. As expected, the slope
correlating the d-prime and neural response curves for each participant
yield a mean positive slope angle of 34.3u; bootstrap across participants
shows a mean of 32.7u, with the 5th to 95th confidence intervals falling
within the upper-right quadrant (Figure 5B).

We also note that the subsegments over which the neural
buildup is measured are required to span several rhythmic periods
(at least three; see Figure 6A). There is no buildup using intervals
with shorter durations, despite sufficient statistical power. (This
can be shown via the data plotted in the dashed curve in Figure 6A.
The normalized responses in the range 3.5 to 4.5 are elements of
an F(2,180) distribution, corresponding to p-values in the range
1.5% to 3.5%.) This implicates temporal phase coherence (in
contrast to spatial phase coherence) as critical to the buildup of the
neural target representation. That is, the power in each period is
not increasing, but the power integrated over several periods is
increasing. This can only occur if the phase variability decreases
with time, i.e., the neural buildup is due to a buildup in temporal
phase coherence rather than power.

Figure 5. Buildup over time of behavioral and neural responses in target task. (A) Normalized neural response to target rhythm, and
behavioral performance, as a function of time in target task, averaged over participants. Error bars represent standard error. Insets: the MEG magnetic
field distributions of the target rhythm response component for a single participant at representative moments in time (participant 10 from
Figure 2B). (B) Correlation of behavioral and neural responses as a function of time. The ratio of the neural to behavioral response trends as a function
of time, interpreted as a slope angle, is averaged across participants, yielding a mean slope angle of 34.3u (yellow line). Bootstrap estimates (overlying
green line) and the 95% confidence intervals (gray background) confirm the positive correlation between the psychometric and neurometric buildup
curves.
doi:10.1371/journal.pbio.1000129.g005

Figure 4. The effect of bottom-up acoustic saliency on behavior and neural responses. (A) Normalized neural response to target rhythm,
and behavioral performance, as a function of target frequency in target task (left) and masker task (right), averaged over participants. Error bars
represent standard error. (B) Correlation of behavioral and neural responses as a function of target frequency. The ratio of the neural to behavioral
response differences as a function of target frequency, interpreted as a slope angle, is averaged across participants yielding a mean slope angle of
55.1u for target (left) task and 236.3u for masker (right) task (yellow line). Bootstrap estimates (overlying green lines) and their 95% confidence
intervals (gray background) confirm the positive (respectively, negative) correlations for target (respectively, masker) task. (C) Phase coherence
between distant MEG channels of target relative to masker task for high-frequency targets over low-frequency targets. High- versus low-frequency
targets show significant enhancement only for target task (indicated by the asterisk).
doi:10.1371/journal.pbio.1000129.g004
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study by tracking the neural representation of the entire auditory
scene, including both its foreground and background compo-
nents. We use a simple variation of the classic two-tone paradigm
(van Noorden, 1975; Bregman, 1990), by combining two recur-
ring tone sequences, each repeating at a different rhythm. Poly-
rhythmic sequences are very popular in various genres of music
by interweaving simple rhythms and often used in studies of
rhythm perception, temporal processing, and grouping in audi-
tory perception (Beauvillain and Fraisse, 1984; Handel, 1984;
Moelants and Van Noorden, 2005).

Initially, we monitor the perception as well as neural repre-
sentation of the two competing streams using MEG. In the sec-
ond part, we examine the role of different rhythms in mediating
the streaming process in a series of psychoacoustic experiments.

Methods and Methods
Participants
A total of 17 subjects participated in the psychoacoustic experiments (12
males; mean age, 25.2 years). Two subjects were excluded from addi-
tional analysis because of an inability to perform the task (i.e., negative d!
values on one or both tasks). Two experiments (4 vs 7 Hz and 7 vs 10.1
Hz) were performed by eight listeners, and one experiment was per-
formed by five listeners (3 vs 6.5 Hz) (excluding the two disqualified
subjects), with six listeners taking part in multiple studies. Subjects were
paid for their participation. All psychoacoustic experiments were ap-
proved by the Johns Hopkins University Institutional Review Board, and
written informed consent was obtained from each participant.

For the MEG experiment, twenty-eight subjects (13 males; mean age,
26 years) participated in the MEG study. Two subjects were excluded
from additional analysis because of an inability to perform the tasks (i.e.,
negative d! values on one or both tasks). All subjects were right handed
(Oldfield, 1971), had normal hearing, and had no history of neurological
disorder. Subjects were paid for their participation. MEG experiments were
approved by the University of Maryland Institutional Review Board, and
written informed consent was obtained from each participant.

Stimulus design
The stimuli were generated using MATLAB (MathWorks). Their dura-
tion was randomly chosen from 5.25, 6.25, or 7.25 s uniformly to prevent
the formation of an expectation of the end of the stimulus by subjects.
The sampling frequency was 8 kHz. Each stimulus contained two pure
tones, each repeating at a different rate (Fig. 1). Tones were 75 ms in
duration with a 10 ms onset and offset raised cosine ramps. The spectral
distance between the two repeating notes was fixed at a chosen "F # $8
semitones, whereas the specific frequencies of each stream were ran-
domly chosen in the range 250 –500 Hz in two semitone intervals. For
purposes of data analysis (discussed below), each stimulus was charac-
terized as a low- or high-frequency target tone sequence depending on
the relation of the target tone to the middle frequency 353 Hz (those with
target tone frequency 353 Hz were randomly assigned as low or high in

such a way to equipartition the high and low categories). The intensity of
each stream was adjusted twice to have approximately equal audibility:
first based on the standard equal-loudness curve (ISO-226, 2003) and
then fine-tuned by five subjects. The repetition rate for each tone was
fixed for each study. In the psychoacoustic experiments, three conditions
were tested: 4 versus 7 Hz, 7 versus 10.1 Hz, and 3 versus 6.5 Hz. In the
MEG experiment, only the 4 versus 7 Hz condition was tested.

Subjects were instructed to attend to one rhythm (either slow or fast
rate) and detect the presence of a temporal deviant (an irregularity) in the
rhythm. The deviant was created by temporally displacing a target tone
by a certain amount relative to the regular target intervals. The amount of
shift was fixed at $95, $70, $45, $40, and $24 ms for the 3, 4, 6.5, 7,
and 10.1 Hz rates, respectively. Values of deviants were chosen to be
almost linear on a logarithmic rate frequency axis. Each temporal deviant
was perfectly detectable (100% hit rate) when each rhythm was presented
by itself (without the distracting other rhythm). The temporal location of
all deviants was approximately uniformly distributed along the entire
stimulus duration.

Twelve exemplar stimuli were generated for each of the three condi-
tion types: (1) null condition (no deviants), (2) slow target condition
(one deviant per slow rate), and (3) fast target condition (one deviant per
fast rate). A maximum of one deviant per stream was used to disambig-
uate subjects’ true detections in the attended stream from incorrect false
positives to deviants in the other stream.

Experimental procedure
In the psychoacoustic experiment, subjects were seated at a computer in
a soundproof room. The signals were created offline and presented di-
otically through Sony MDR-V700 headphones. Subjects controlled the
computer using a graphical user interface (GUI) using the mouse. The
task was described to subjects as well as the basic use of the GUI. Subjects
were allowed to adjust the volume to a comfortable level before proceed-
ing with the experiment.

Participants were presented with 72 stimuli (3 conditions % 12 exem-
plars % 2 blocks) per task. The progression from one trial to the next was
initiated by the subject with a button press. Each task consisted of two
identical blocks to allow subjects to rest during task performance. A
training block of 20 trials was presented before each task. Subjects were
permitted to listen to each stimulus as many times as desired; then they
were prompted to indicate whether a deviant was present. The correct
answer was displayed afterward. Subjects pressed a button to initiate the
presentation of the next stimulus.

Each subject performed both the slow and fast tasks, with task order
counterbalanced across subjects. Each task required the subject to listen
to the entire set of 72 stimuli described above. Each stimulus was pre-
sented only once, and no feedback was given after each trial. The entire
session of both tasks lasted &1 h.

In the MEG study, subjects were placed horizontally in a dimly lit
magnetically shielded room (Yokogawa Electric Corporation). Stimuli
were presented using Presentation software (Neurobehavioral Systems).
The signals were delivered to the subjects’ ears with 50 ' sound tubing

Figure 1. Stimulus design. The stimulus consists of two pure tone sequences, one at a low rhythm and one at a fast rhythm. The spectral distance between the two streams is fixed as $8
semitones. In each task, listeners are instructed to track either the slow or fast stream while ignoring the other one and detect a temporal jitter in the target stream. H, High; L, low.
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study by tracking the neural representation of the entire auditory
scene, including both its foreground and background compo-
nents. We use a simple variation of the classic two-tone paradigm
(van Noorden, 1975; Bregman, 1990), by combining two recur-
ring tone sequences, each repeating at a different rhythm. Poly-
rhythmic sequences are very popular in various genres of music
by interweaving simple rhythms and often used in studies of
rhythm perception, temporal processing, and grouping in audi-
tory perception (Beauvillain and Fraisse, 1984; Handel, 1984;
Moelants and Van Noorden, 2005).

Initially, we monitor the perception as well as neural repre-
sentation of the two competing streams using MEG. In the sec-
ond part, we examine the role of different rhythms in mediating
the streaming process in a series of psychoacoustic experiments.

Methods and Methods
Participants
A total of 17 subjects participated in the psychoacoustic experiments (12
males; mean age, 25.2 years). Two subjects were excluded from addi-
tional analysis because of an inability to perform the task (i.e., negative d!
values on one or both tasks). Two experiments (4 vs 7 Hz and 7 vs 10.1
Hz) were performed by eight listeners, and one experiment was per-
formed by five listeners (3 vs 6.5 Hz) (excluding the two disqualified
subjects), with six listeners taking part in multiple studies. Subjects were
paid for their participation. All psychoacoustic experiments were ap-
proved by the Johns Hopkins University Institutional Review Board, and
written informed consent was obtained from each participant.

For the MEG experiment, twenty-eight subjects (13 males; mean age,
26 years) participated in the MEG study. Two subjects were excluded
from additional analysis because of an inability to perform the tasks (i.e.,
negative d! values on one or both tasks). All subjects were right handed
(Oldfield, 1971), had normal hearing, and had no history of neurological
disorder. Subjects were paid for their participation. MEG experiments were
approved by the University of Maryland Institutional Review Board, and
written informed consent was obtained from each participant.

Stimulus design
The stimuli were generated using MATLAB (MathWorks). Their dura-
tion was randomly chosen from 5.25, 6.25, or 7.25 s uniformly to prevent
the formation of an expectation of the end of the stimulus by subjects.
The sampling frequency was 8 kHz. Each stimulus contained two pure
tones, each repeating at a different rate (Fig. 1). Tones were 75 ms in
duration with a 10 ms onset and offset raised cosine ramps. The spectral
distance between the two repeating notes was fixed at a chosen "F # $8
semitones, whereas the specific frequencies of each stream were ran-
domly chosen in the range 250 –500 Hz in two semitone intervals. For
purposes of data analysis (discussed below), each stimulus was charac-
terized as a low- or high-frequency target tone sequence depending on
the relation of the target tone to the middle frequency 353 Hz (those with
target tone frequency 353 Hz were randomly assigned as low or high in

such a way to equipartition the high and low categories). The intensity of
each stream was adjusted twice to have approximately equal audibility:
first based on the standard equal-loudness curve (ISO-226, 2003) and
then fine-tuned by five subjects. The repetition rate for each tone was
fixed for each study. In the psychoacoustic experiments, three conditions
were tested: 4 versus 7 Hz, 7 versus 10.1 Hz, and 3 versus 6.5 Hz. In the
MEG experiment, only the 4 versus 7 Hz condition was tested.

Subjects were instructed to attend to one rhythm (either slow or fast
rate) and detect the presence of a temporal deviant (an irregularity) in the
rhythm. The deviant was created by temporally displacing a target tone
by a certain amount relative to the regular target intervals. The amount of
shift was fixed at $95, $70, $45, $40, and $24 ms for the 3, 4, 6.5, 7,
and 10.1 Hz rates, respectively. Values of deviants were chosen to be
almost linear on a logarithmic rate frequency axis. Each temporal deviant
was perfectly detectable (100% hit rate) when each rhythm was presented
by itself (without the distracting other rhythm). The temporal location of
all deviants was approximately uniformly distributed along the entire
stimulus duration.

Twelve exemplar stimuli were generated for each of the three condi-
tion types: (1) null condition (no deviants), (2) slow target condition
(one deviant per slow rate), and (3) fast target condition (one deviant per
fast rate). A maximum of one deviant per stream was used to disambig-
uate subjects’ true detections in the attended stream from incorrect false
positives to deviants in the other stream.

Experimental procedure
In the psychoacoustic experiment, subjects were seated at a computer in
a soundproof room. The signals were created offline and presented di-
otically through Sony MDR-V700 headphones. Subjects controlled the
computer using a graphical user interface (GUI) using the mouse. The
task was described to subjects as well as the basic use of the GUI. Subjects
were allowed to adjust the volume to a comfortable level before proceed-
ing with the experiment.

Participants were presented with 72 stimuli (3 conditions % 12 exem-
plars % 2 blocks) per task. The progression from one trial to the next was
initiated by the subject with a button press. Each task consisted of two
identical blocks to allow subjects to rest during task performance. A
training block of 20 trials was presented before each task. Subjects were
permitted to listen to each stimulus as many times as desired; then they
were prompted to indicate whether a deviant was present. The correct
answer was displayed afterward. Subjects pressed a button to initiate the
presentation of the next stimulus.

Each subject performed both the slow and fast tasks, with task order
counterbalanced across subjects. Each task required the subject to listen
to the entire set of 72 stimuli described above. Each stimulus was pre-
sented only once, and no feedback was given after each trial. The entire
session of both tasks lasted &1 h.

In the MEG study, subjects were placed horizontally in a dimly lit
magnetically shielded room (Yokogawa Electric Corporation). Stimuli
were presented using Presentation software (Neurobehavioral Systems).
The signals were delivered to the subjects’ ears with 50 ' sound tubing

Figure 1. Stimulus design. The stimulus consists of two pure tone sequences, one at a low rhythm and one at a fast rhythm. The spectral distance between the two streams is fixed as $8
semitones. In each task, listeners are instructed to track either the slow or fast stream while ignoring the other one and detect a temporal jitter in the target stream. H, High; L, low.
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population of 26 subjects (Fig. 2c). The effect confirms a signifi-
cant positive change at 4 Hz aSSR (t test; t ! 2.7, p ! 0.01) and a
significant negative change at 7 Hz aSSR (t test; t ! "1.44, p !
0.05), reflecting an enhanced phase-locked, sustained activity
when subjects’ attention is directed toward the target stream. To
explore the relationship between the behavioral performance of

individual listeners and the changes of neural power at 4 and 7 Hz
for both tasks, we quantified the slope (converted into an angle)
relating the normalized neural signal with the listeners’ d# perfor-
mance on a per-subject basis. The average slope angle for the
target task is 46.1°, i.e., a positive slope, demonstrating the posi-
tive correlation between the neural and behavioral measures.
Bootstrap analysis confirms the significance of this result. Figure
2c (inset) illustrates both the bootstrap mean of 46.6° (yellow
line) and the 5th and 95th percentile confidence limits (gray
background), all with positive slopes.

An interesting observation arising from our neural data is the
uneven neural power of the slower sequence at 4 Hz relative to 7
Hz (Fig. 2). Such result would not have been surprising if the
analysis was based on absolute power, which generally exhibits a
low-pass (e.g., 1/f) pattern. Instead, our method is based on a
normalized power measure that scales the absolute neural power
at the target (4 or 7 Hz) by the power in a range of $1 Hz around
that frequency (excluding the component at target rate), hence
correcting for the incline in the power spectrum.

The enhancement of the neural power occurs exclusively at
the target rhythm being attended. The change in neural power
between attend and non-attend conditions is highly significant at
both 4 and 7 Hz (bootstrap across subjects; 4 Hz power, p % 10"3;
7 Hz power, p % 0.002), as shown in Figure 3 (left). In contrast,
there is no significant change in normalized neural response at
adjacent frequencies (4 $ 0.25 and 7 $ 0.25 Hz), confirming that
this feature-based selective attention precisely modulates the cor-
tical representation of the specific feature rather than overall neu-
ral activities.

The power enhancement at target rates is accompanied with an
enhancement in long-distance coherence across neural sites. Phase
coherence between distant MEG channels is used to characterize
synchronization of underlying neural activities. It is speculated
that feature-based attention enhances long-range synchroniza-
tion, specifically at the target rates (Srinivasan et al., 1999; Niebur
et al., 2002). The difference between the number of long-range
channel pairs with robust increased coherence in the attended
task, and channel pairs with decreased coherence, is normalized
over the total number of long-range channel pairs (Fig. 3, mid-
dle). Approximately 15% more channel pairs show an enhanced
synchronization at target rates (bootstrap across subjects, p %
0.008 at 4 Hz and p % 0.003 at 7 Hz). In contrast, there is no
significant change in phase coherence at adjacent frequencies
(4 $ 0.25 and 7 $ 0.25 Hz). As an example, the phase coherence of
neural responses in one subject is presented in Figure 3 (right),
where the channel pairs with robust coherence difference at target
rates are shown by red lines (denoting increased coherence) and blue
lines (denoting decreased coherence), plotted on the contour map of
normalized neural response at target rates. The coherence change is
distributed both within and across hemispheres.

Neural responses to target rhythms reveal a strong task-
dependent hemispheric asymmetry. During the attended task,
the right hemisphere shows a greater normalized neural response
at target rates than the left hemisphere (bootstrap across subjects,
p % 0.038 at 4 Hz and p % 0.001 at 7 Hz); during the ignored task,
the right hemisphere dominance is observed at 7 Hz (bootstrap
across subjects, p % 0.025) but not at 4 Hz (bootstrap across
subjects, p % 0.07) (Fig. 4).

The representation of the 4 Hz rhythm changes over time,
closely following its perceptual detectability, but decoupled from
the constant acoustics over time. The correlation between the
perceptual detectability buildup of the 4 Hz target stream and its
neural representation buildup is shown in Figure 5. Although the

Figure 2. Behavioral and neural responses. a, Behavioral performance results for 4 and 7 Hz
tasks, measured by d#. The black color depicts performance measures obtained in the psy-
choacoustic study, and the gray depicts measures obtained in the MEG study for the same
stimulus paradigm. Error bars represent SE. b, Power spectral density for the aSSR for a single
subject while tracking the 4 Hz stream (top row) and 7 Hz (bottom row), averaged over 20
channels. Insets, The MEG magnetic field distributions of the 4 and 7 Hz rhythm response
components. Red and green contours represent the target magnetic field strength projected
onto a line with constant phase. c, Change in mean neural response at 4 and 7 Hz during both
tasks, averaged across 26 listeners. Each bar represents the normalized neural power at a spe-
cific frequency (4 or 7 Hz) during the slow task (attend to 4 Hz) or fast task (attend to 7 Hz). The
bars are color coded to match the colored arrows in b. Error bars represent SE. Inset, Correlation
between change in neural response and behavioral performance of individual subjects. The
slope, converted to an angle, of the normalized neural signal versus behavioral performance per
subject yields a mean slope of 46.1°. Bootstrap estimates show 95% confidence intervals (gray
background) and confirm the positive correlations between neural and behavioral measures.
*p ! 0.05, **p ! 0.01.
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study by tracking the neural representation of the entire auditory
scene, including both its foreground and background compo-
nents. We use a simple variation of the classic two-tone paradigm
(van Noorden, 1975; Bregman, 1990), by combining two recur-
ring tone sequences, each repeating at a different rhythm. Poly-
rhythmic sequences are very popular in various genres of music
by interweaving simple rhythms and often used in studies of
rhythm perception, temporal processing, and grouping in audi-
tory perception (Beauvillain and Fraisse, 1984; Handel, 1984;
Moelants and Van Noorden, 2005).

Initially, we monitor the perception as well as neural repre-
sentation of the two competing streams using MEG. In the sec-
ond part, we examine the role of different rhythms in mediating
the streaming process in a series of psychoacoustic experiments.

Methods and Methods
Participants
A total of 17 subjects participated in the psychoacoustic experiments (12
males; mean age, 25.2 years). Two subjects were excluded from addi-
tional analysis because of an inability to perform the task (i.e., negative d!
values on one or both tasks). Two experiments (4 vs 7 Hz and 7 vs 10.1
Hz) were performed by eight listeners, and one experiment was per-
formed by five listeners (3 vs 6.5 Hz) (excluding the two disqualified
subjects), with six listeners taking part in multiple studies. Subjects were
paid for their participation. All psychoacoustic experiments were ap-
proved by the Johns Hopkins University Institutional Review Board, and
written informed consent was obtained from each participant.

For the MEG experiment, twenty-eight subjects (13 males; mean age,
26 years) participated in the MEG study. Two subjects were excluded
from additional analysis because of an inability to perform the tasks (i.e.,
negative d! values on one or both tasks). All subjects were right handed
(Oldfield, 1971), had normal hearing, and had no history of neurological
disorder. Subjects were paid for their participation. MEG experiments were
approved by the University of Maryland Institutional Review Board, and
written informed consent was obtained from each participant.

Stimulus design
The stimuli were generated using MATLAB (MathWorks). Their dura-
tion was randomly chosen from 5.25, 6.25, or 7.25 s uniformly to prevent
the formation of an expectation of the end of the stimulus by subjects.
The sampling frequency was 8 kHz. Each stimulus contained two pure
tones, each repeating at a different rate (Fig. 1). Tones were 75 ms in
duration with a 10 ms onset and offset raised cosine ramps. The spectral
distance between the two repeating notes was fixed at a chosen "F # $8
semitones, whereas the specific frequencies of each stream were ran-
domly chosen in the range 250 –500 Hz in two semitone intervals. For
purposes of data analysis (discussed below), each stimulus was charac-
terized as a low- or high-frequency target tone sequence depending on
the relation of the target tone to the middle frequency 353 Hz (those with
target tone frequency 353 Hz were randomly assigned as low or high in

such a way to equipartition the high and low categories). The intensity of
each stream was adjusted twice to have approximately equal audibility:
first based on the standard equal-loudness curve (ISO-226, 2003) and
then fine-tuned by five subjects. The repetition rate for each tone was
fixed for each study. In the psychoacoustic experiments, three conditions
were tested: 4 versus 7 Hz, 7 versus 10.1 Hz, and 3 versus 6.5 Hz. In the
MEG experiment, only the 4 versus 7 Hz condition was tested.

Subjects were instructed to attend to one rhythm (either slow or fast
rate) and detect the presence of a temporal deviant (an irregularity) in the
rhythm. The deviant was created by temporally displacing a target tone
by a certain amount relative to the regular target intervals. The amount of
shift was fixed at $95, $70, $45, $40, and $24 ms for the 3, 4, 6.5, 7,
and 10.1 Hz rates, respectively. Values of deviants were chosen to be
almost linear on a logarithmic rate frequency axis. Each temporal deviant
was perfectly detectable (100% hit rate) when each rhythm was presented
by itself (without the distracting other rhythm). The temporal location of
all deviants was approximately uniformly distributed along the entire
stimulus duration.

Twelve exemplar stimuli were generated for each of the three condi-
tion types: (1) null condition (no deviants), (2) slow target condition
(one deviant per slow rate), and (3) fast target condition (one deviant per
fast rate). A maximum of one deviant per stream was used to disambig-
uate subjects’ true detections in the attended stream from incorrect false
positives to deviants in the other stream.

Experimental procedure
In the psychoacoustic experiment, subjects were seated at a computer in
a soundproof room. The signals were created offline and presented di-
otically through Sony MDR-V700 headphones. Subjects controlled the
computer using a graphical user interface (GUI) using the mouse. The
task was described to subjects as well as the basic use of the GUI. Subjects
were allowed to adjust the volume to a comfortable level before proceed-
ing with the experiment.

Participants were presented with 72 stimuli (3 conditions % 12 exem-
plars % 2 blocks) per task. The progression from one trial to the next was
initiated by the subject with a button press. Each task consisted of two
identical blocks to allow subjects to rest during task performance. A
training block of 20 trials was presented before each task. Subjects were
permitted to listen to each stimulus as many times as desired; then they
were prompted to indicate whether a deviant was present. The correct
answer was displayed afterward. Subjects pressed a button to initiate the
presentation of the next stimulus.

Each subject performed both the slow and fast tasks, with task order
counterbalanced across subjects. Each task required the subject to listen
to the entire set of 72 stimuli described above. Each stimulus was pre-
sented only once, and no feedback was given after each trial. The entire
session of both tasks lasted &1 h.

In the MEG study, subjects were placed horizontally in a dimly lit
magnetically shielded room (Yokogawa Electric Corporation). Stimuli
were presented using Presentation software (Neurobehavioral Systems).
The signals were delivered to the subjects’ ears with 50 ' sound tubing

Figure 1. Stimulus design. The stimulus consists of two pure tone sequences, one at a low rhythm and one at a fast rhythm. The spectral distance between the two streams is fixed as $8
semitones. In each task, listeners are instructed to track either the slow or fast stream while ignoring the other one and detect a temporal jitter in the target stream. H, High; L, low.
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population of 26 subjects (Fig. 2c). The effect confirms a signifi-
cant positive change at 4 Hz aSSR (t test; t ! 2.7, p ! 0.01) and a
significant negative change at 7 Hz aSSR (t test; t ! "1.44, p !
0.05), reflecting an enhanced phase-locked, sustained activity
when subjects’ attention is directed toward the target stream. To
explore the relationship between the behavioral performance of

individual listeners and the changes of neural power at 4 and 7 Hz
for both tasks, we quantified the slope (converted into an angle)
relating the normalized neural signal with the listeners’ d# perfor-
mance on a per-subject basis. The average slope angle for the
target task is 46.1°, i.e., a positive slope, demonstrating the posi-
tive correlation between the neural and behavioral measures.
Bootstrap analysis confirms the significance of this result. Figure
2c (inset) illustrates both the bootstrap mean of 46.6° (yellow
line) and the 5th and 95th percentile confidence limits (gray
background), all with positive slopes.

An interesting observation arising from our neural data is the
uneven neural power of the slower sequence at 4 Hz relative to 7
Hz (Fig. 2). Such result would not have been surprising if the
analysis was based on absolute power, which generally exhibits a
low-pass (e.g., 1/f) pattern. Instead, our method is based on a
normalized power measure that scales the absolute neural power
at the target (4 or 7 Hz) by the power in a range of $1 Hz around
that frequency (excluding the component at target rate), hence
correcting for the incline in the power spectrum.

The enhancement of the neural power occurs exclusively at
the target rhythm being attended. The change in neural power
between attend and non-attend conditions is highly significant at
both 4 and 7 Hz (bootstrap across subjects; 4 Hz power, p % 10"3;
7 Hz power, p % 0.002), as shown in Figure 3 (left). In contrast,
there is no significant change in normalized neural response at
adjacent frequencies (4 $ 0.25 and 7 $ 0.25 Hz), confirming that
this feature-based selective attention precisely modulates the cor-
tical representation of the specific feature rather than overall neu-
ral activities.

The power enhancement at target rates is accompanied with an
enhancement in long-distance coherence across neural sites. Phase
coherence between distant MEG channels is used to characterize
synchronization of underlying neural activities. It is speculated
that feature-based attention enhances long-range synchroniza-
tion, specifically at the target rates (Srinivasan et al., 1999; Niebur
et al., 2002). The difference between the number of long-range
channel pairs with robust increased coherence in the attended
task, and channel pairs with decreased coherence, is normalized
over the total number of long-range channel pairs (Fig. 3, mid-
dle). Approximately 15% more channel pairs show an enhanced
synchronization at target rates (bootstrap across subjects, p %
0.008 at 4 Hz and p % 0.003 at 7 Hz). In contrast, there is no
significant change in phase coherence at adjacent frequencies
(4 $ 0.25 and 7 $ 0.25 Hz). As an example, the phase coherence of
neural responses in one subject is presented in Figure 3 (right),
where the channel pairs with robust coherence difference at target
rates are shown by red lines (denoting increased coherence) and blue
lines (denoting decreased coherence), plotted on the contour map of
normalized neural response at target rates. The coherence change is
distributed both within and across hemispheres.

Neural responses to target rhythms reveal a strong task-
dependent hemispheric asymmetry. During the attended task,
the right hemisphere shows a greater normalized neural response
at target rates than the left hemisphere (bootstrap across subjects,
p % 0.038 at 4 Hz and p % 0.001 at 7 Hz); during the ignored task,
the right hemisphere dominance is observed at 7 Hz (bootstrap
across subjects, p % 0.025) but not at 4 Hz (bootstrap across
subjects, p % 0.07) (Fig. 4).

The representation of the 4 Hz rhythm changes over time,
closely following its perceptual detectability, but decoupled from
the constant acoustics over time. The correlation between the
perceptual detectability buildup of the 4 Hz target stream and its
neural representation buildup is shown in Figure 5. Although the

Figure 2. Behavioral and neural responses. a, Behavioral performance results for 4 and 7 Hz
tasks, measured by d#. The black color depicts performance measures obtained in the psy-
choacoustic study, and the gray depicts measures obtained in the MEG study for the same
stimulus paradigm. Error bars represent SE. b, Power spectral density for the aSSR for a single
subject while tracking the 4 Hz stream (top row) and 7 Hz (bottom row), averaged over 20
channels. Insets, The MEG magnetic field distributions of the 4 and 7 Hz rhythm response
components. Red and green contours represent the target magnetic field strength projected
onto a line with constant phase. c, Change in mean neural response at 4 and 7 Hz during both
tasks, averaged across 26 listeners. Each bar represents the normalized neural power at a spe-
cific frequency (4 or 7 Hz) during the slow task (attend to 4 Hz) or fast task (attend to 7 Hz). The
bars are color coded to match the colored arrows in b. Error bars represent SE. Inset, Correlation
between change in neural response and behavioral performance of individual subjects. The
slope, converted to an angle, of the normalized neural signal versus behavioral performance per
subject yields a mean slope of 46.1°. Bootstrap estimates show 95% confidence intervals (gray
background) and confirm the positive correlations between neural and behavioral measures.
*p ! 0.05, **p ! 0.01.
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study by tracking the neural representation of the entire auditory
scene, including both its foreground and background compo-
nents. We use a simple variation of the classic two-tone paradigm
(van Noorden, 1975; Bregman, 1990), by combining two recur-
ring tone sequences, each repeating at a different rhythm. Poly-
rhythmic sequences are very popular in various genres of music
by interweaving simple rhythms and often used in studies of
rhythm perception, temporal processing, and grouping in audi-
tory perception (Beauvillain and Fraisse, 1984; Handel, 1984;
Moelants and Van Noorden, 2005).

Initially, we monitor the perception as well as neural repre-
sentation of the two competing streams using MEG. In the sec-
ond part, we examine the role of different rhythms in mediating
the streaming process in a series of psychoacoustic experiments.

Methods and Methods
Participants
A total of 17 subjects participated in the psychoacoustic experiments (12
males; mean age, 25.2 years). Two subjects were excluded from addi-
tional analysis because of an inability to perform the task (i.e., negative d!
values on one or both tasks). Two experiments (4 vs 7 Hz and 7 vs 10.1
Hz) were performed by eight listeners, and one experiment was per-
formed by five listeners (3 vs 6.5 Hz) (excluding the two disqualified
subjects), with six listeners taking part in multiple studies. Subjects were
paid for their participation. All psychoacoustic experiments were ap-
proved by the Johns Hopkins University Institutional Review Board, and
written informed consent was obtained from each participant.

For the MEG experiment, twenty-eight subjects (13 males; mean age,
26 years) participated in the MEG study. Two subjects were excluded
from additional analysis because of an inability to perform the tasks (i.e.,
negative d! values on one or both tasks). All subjects were right handed
(Oldfield, 1971), had normal hearing, and had no history of neurological
disorder. Subjects were paid for their participation. MEG experiments were
approved by the University of Maryland Institutional Review Board, and
written informed consent was obtained from each participant.

Stimulus design
The stimuli were generated using MATLAB (MathWorks). Their dura-
tion was randomly chosen from 5.25, 6.25, or 7.25 s uniformly to prevent
the formation of an expectation of the end of the stimulus by subjects.
The sampling frequency was 8 kHz. Each stimulus contained two pure
tones, each repeating at a different rate (Fig. 1). Tones were 75 ms in
duration with a 10 ms onset and offset raised cosine ramps. The spectral
distance between the two repeating notes was fixed at a chosen "F # $8
semitones, whereas the specific frequencies of each stream were ran-
domly chosen in the range 250 –500 Hz in two semitone intervals. For
purposes of data analysis (discussed below), each stimulus was charac-
terized as a low- or high-frequency target tone sequence depending on
the relation of the target tone to the middle frequency 353 Hz (those with
target tone frequency 353 Hz were randomly assigned as low or high in

such a way to equipartition the high and low categories). The intensity of
each stream was adjusted twice to have approximately equal audibility:
first based on the standard equal-loudness curve (ISO-226, 2003) and
then fine-tuned by five subjects. The repetition rate for each tone was
fixed for each study. In the psychoacoustic experiments, three conditions
were tested: 4 versus 7 Hz, 7 versus 10.1 Hz, and 3 versus 6.5 Hz. In the
MEG experiment, only the 4 versus 7 Hz condition was tested.

Subjects were instructed to attend to one rhythm (either slow or fast
rate) and detect the presence of a temporal deviant (an irregularity) in the
rhythm. The deviant was created by temporally displacing a target tone
by a certain amount relative to the regular target intervals. The amount of
shift was fixed at $95, $70, $45, $40, and $24 ms for the 3, 4, 6.5, 7,
and 10.1 Hz rates, respectively. Values of deviants were chosen to be
almost linear on a logarithmic rate frequency axis. Each temporal deviant
was perfectly detectable (100% hit rate) when each rhythm was presented
by itself (without the distracting other rhythm). The temporal location of
all deviants was approximately uniformly distributed along the entire
stimulus duration.

Twelve exemplar stimuli were generated for each of the three condi-
tion types: (1) null condition (no deviants), (2) slow target condition
(one deviant per slow rate), and (3) fast target condition (one deviant per
fast rate). A maximum of one deviant per stream was used to disambig-
uate subjects’ true detections in the attended stream from incorrect false
positives to deviants in the other stream.

Experimental procedure
In the psychoacoustic experiment, subjects were seated at a computer in
a soundproof room. The signals were created offline and presented di-
otically through Sony MDR-V700 headphones. Subjects controlled the
computer using a graphical user interface (GUI) using the mouse. The
task was described to subjects as well as the basic use of the GUI. Subjects
were allowed to adjust the volume to a comfortable level before proceed-
ing with the experiment.

Participants were presented with 72 stimuli (3 conditions % 12 exem-
plars % 2 blocks) per task. The progression from one trial to the next was
initiated by the subject with a button press. Each task consisted of two
identical blocks to allow subjects to rest during task performance. A
training block of 20 trials was presented before each task. Subjects were
permitted to listen to each stimulus as many times as desired; then they
were prompted to indicate whether a deviant was present. The correct
answer was displayed afterward. Subjects pressed a button to initiate the
presentation of the next stimulus.

Each subject performed both the slow and fast tasks, with task order
counterbalanced across subjects. Each task required the subject to listen
to the entire set of 72 stimuli described above. Each stimulus was pre-
sented only once, and no feedback was given after each trial. The entire
session of both tasks lasted &1 h.

In the MEG study, subjects were placed horizontally in a dimly lit
magnetically shielded room (Yokogawa Electric Corporation). Stimuli
were presented using Presentation software (Neurobehavioral Systems).
The signals were delivered to the subjects’ ears with 50 ' sound tubing

Figure 1. Stimulus design. The stimulus consists of two pure tone sequences, one at a low rhythm and one at a fast rhythm. The spectral distance between the two streams is fixed as $8
semitones. In each task, listeners are instructed to track either the slow or fast stream while ignoring the other one and detect a temporal jitter in the target stream. H, High; L, low.
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population of 26 subjects (Fig. 2c). The effect confirms a signifi-
cant positive change at 4 Hz aSSR (t test; t ! 2.7, p ! 0.01) and a
significant negative change at 7 Hz aSSR (t test; t ! "1.44, p !
0.05), reflecting an enhanced phase-locked, sustained activity
when subjects’ attention is directed toward the target stream. To
explore the relationship between the behavioral performance of

individual listeners and the changes of neural power at 4 and 7 Hz
for both tasks, we quantified the slope (converted into an angle)
relating the normalized neural signal with the listeners’ d# perfor-
mance on a per-subject basis. The average slope angle for the
target task is 46.1°, i.e., a positive slope, demonstrating the posi-
tive correlation between the neural and behavioral measures.
Bootstrap analysis confirms the significance of this result. Figure
2c (inset) illustrates both the bootstrap mean of 46.6° (yellow
line) and the 5th and 95th percentile confidence limits (gray
background), all with positive slopes.

An interesting observation arising from our neural data is the
uneven neural power of the slower sequence at 4 Hz relative to 7
Hz (Fig. 2). Such result would not have been surprising if the
analysis was based on absolute power, which generally exhibits a
low-pass (e.g., 1/f) pattern. Instead, our method is based on a
normalized power measure that scales the absolute neural power
at the target (4 or 7 Hz) by the power in a range of $1 Hz around
that frequency (excluding the component at target rate), hence
correcting for the incline in the power spectrum.

The enhancement of the neural power occurs exclusively at
the target rhythm being attended. The change in neural power
between attend and non-attend conditions is highly significant at
both 4 and 7 Hz (bootstrap across subjects; 4 Hz power, p % 10"3;
7 Hz power, p % 0.002), as shown in Figure 3 (left). In contrast,
there is no significant change in normalized neural response at
adjacent frequencies (4 $ 0.25 and 7 $ 0.25 Hz), confirming that
this feature-based selective attention precisely modulates the cor-
tical representation of the specific feature rather than overall neu-
ral activities.

The power enhancement at target rates is accompanied with an
enhancement in long-distance coherence across neural sites. Phase
coherence between distant MEG channels is used to characterize
synchronization of underlying neural activities. It is speculated
that feature-based attention enhances long-range synchroniza-
tion, specifically at the target rates (Srinivasan et al., 1999; Niebur
et al., 2002). The difference between the number of long-range
channel pairs with robust increased coherence in the attended
task, and channel pairs with decreased coherence, is normalized
over the total number of long-range channel pairs (Fig. 3, mid-
dle). Approximately 15% more channel pairs show an enhanced
synchronization at target rates (bootstrap across subjects, p %
0.008 at 4 Hz and p % 0.003 at 7 Hz). In contrast, there is no
significant change in phase coherence at adjacent frequencies
(4 $ 0.25 and 7 $ 0.25 Hz). As an example, the phase coherence of
neural responses in one subject is presented in Figure 3 (right),
where the channel pairs with robust coherence difference at target
rates are shown by red lines (denoting increased coherence) and blue
lines (denoting decreased coherence), plotted on the contour map of
normalized neural response at target rates. The coherence change is
distributed both within and across hemispheres.

Neural responses to target rhythms reveal a strong task-
dependent hemispheric asymmetry. During the attended task,
the right hemisphere shows a greater normalized neural response
at target rates than the left hemisphere (bootstrap across subjects,
p % 0.038 at 4 Hz and p % 0.001 at 7 Hz); during the ignored task,
the right hemisphere dominance is observed at 7 Hz (bootstrap
across subjects, p % 0.025) but not at 4 Hz (bootstrap across
subjects, p % 0.07) (Fig. 4).

The representation of the 4 Hz rhythm changes over time,
closely following its perceptual detectability, but decoupled from
the constant acoustics over time. The correlation between the
perceptual detectability buildup of the 4 Hz target stream and its
neural representation buildup is shown in Figure 5. Although the

Figure 2. Behavioral and neural responses. a, Behavioral performance results for 4 and 7 Hz
tasks, measured by d#. The black color depicts performance measures obtained in the psy-
choacoustic study, and the gray depicts measures obtained in the MEG study for the same
stimulus paradigm. Error bars represent SE. b, Power spectral density for the aSSR for a single
subject while tracking the 4 Hz stream (top row) and 7 Hz (bottom row), averaged over 20
channels. Insets, The MEG magnetic field distributions of the 4 and 7 Hz rhythm response
components. Red and green contours represent the target magnetic field strength projected
onto a line with constant phase. c, Change in mean neural response at 4 and 7 Hz during both
tasks, averaged across 26 listeners. Each bar represents the normalized neural power at a spe-
cific frequency (4 or 7 Hz) during the slow task (attend to 4 Hz) or fast task (attend to 7 Hz). The
bars are color coded to match the colored arrows in b. Error bars represent SE. Inset, Correlation
between change in neural response and behavioral performance of individual subjects. The
slope, converted to an angle, of the normalized neural signal versus behavioral performance per
subject yields a mean slope of 46.1°. Bootstrap estimates show 95% confidence intervals (gray
background) and confirm the positive correlations between neural and behavioral measures.
*p ! 0.05, **p ! 0.01.
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acoustics of the 4 Hz rhythm are not changing over time, the
neural response at 4 Hz along with its perceptual detectability are
enhanced over time since the onset of the sequence, invoking a
role of mechanisms of auditory streaming and object formation.
The correlation between the psychometric and neurometric
curves over time is confirmed by a bootstrap analysis on a per-
subject basis. The slope correlating the d! and neural response
curves for each subject yield a mean positive slope angle of 22°;
statistical significance is confirmed by a bootstrap analysis with a
mean of 22° and the 5th to 95th confidence intervals falling
within the upper right quadrant (Fig. 5, bottom inset). The MEG
magnetic field distributions of the 4 Hz target response in Figure
5 (top insets) illustrate the changing strength and changing pat-
tern of the neural activity over time in an individual subject.

The neural buildup of the 7 Hz is ap-
proximately constant over time (data not
shown) and does not reveal any signifi-
cant correlation with the behavioral de-
tectability of the 7 Hz stream over time.
The perceptual buildup results are dis-
cussed further below in Results and
Discussion.

Segregating a polyrhythmic auditory
scene is governed by mechanisms com-
mensurate with modulation tuning prop-
erties of the auditory system. To shed
more light on the perceptual difference
between the slow 4 Hz and fast 7 Hz
rhythms in a two-tone sequence, we var-
ied the rhythm values and tested the fol-
lowing additional rate pairs: 7 versus 10.1
Hz and 3 versus 6.5 Hz. Subjects were
asked to perform a temporal shift detec-
tion task attending to the slow or the fast
streams consecutively. The behavioral
performance is shown in Figure 6a.

In both experiments, the slower rate
yielded a better performance. In the 7 ver-
sus 10.1 Hz sequence, the 7 Hz task is

clearly more detectable, with a mean d! of 1.7, relative to 0.9 for
the 10.1 Hz task. The difference in performance is statistically
significant (unpaired t test; p " 0.03, t " 2.43). Similarly, the 3 Hz
task is more detectable than 6.5 Hz, with mean d! of 3.33 relative
to 2.03 for the 6.5 Hz task. The performance between the two
tasks is significantly different (unpaired t test; p " 4.94, t "
0.001). In all experiments, there was no effect of task order on
performance.

The detectability of the 7 Hz rate is comparable whether in the
presence of a competing 4 Hz or competing 10.1 Hz rhythm.
There is no statistically significant difference between the 7 Hz d!
values in both contexts (unpaired t test; p " 0.6, t " 0.53). Over-
laying the behavioral results from experiments of all rate pairs
yields a low-pass-like shape (Fig. 6a) akin to the known modula-
tion transfer function (MTF) profiles for repetitive rates in pri-
mary auditory cortex (Eggermont, 1991; Kilgard and Merzenich,
1999) and modulation tuning in the auditory system (van Zanten
and Senten, 1983; Chi et al., 1999). This observation shall be
discussed further in Discussion.

The presence of a competing rhythm contributes to the diffi-
culty of detectability of an attended stream, possibly by interfer-
ing with subjects’ attentional focus. We analyze behavioral
performance of subjects on a trial-by-trial basis, dissociating hit
trials (from the target condition), false alarms from trials of the
nontarget condition, and false alarms from trials of the null con-
dition (Fig. 1). If the presence of a competing stream, with its own
deviants, is irrelevant to the performance of the attended stream,
then the false-alarm rate will be comparable in the null or oppo-
site task stimuli. If not, we will see a clear interaction between
deviants in the unattended rhythm and subjects’ perception of
the deviant in the target. Figure 6b shows that, for all rhythm
pairs, there is a clear interaction between the attended and unat-
tended streams, with a consistently higher false-alarm rate in the
competing stream than null condition. Table 1 quantifies the
statistical correspondences between the hits and false alarms of
the different tasks and different rhythms.

Because 7 Hz both appeared as slow and fast rates in two experi-
ments, we can compare their performance (hit rate and false-alarm

Figure 3. Power and phase enhancement during the attended task. Left, Normalized neural response difference between slow
and fast tasks shows enhancement exclusively at target rates (4 Hz for the slow task, 7 Hz for the fast task). Error bars represent SE.
The asterisks at 4 and 7 Hz shows that only these frequencies yield a statistically significant enhancement. Middle, Phase coherence
difference between the slow and fast tasks showing enhancement exclusively at target rates. Error bars represent SE. The differ-
ence between number of channel pairs with robust increased coherence and channel pairs with decreased coherence is normalized
over the total number of long-range channel pairs. Right, Channel pairs with robust coherence difference at target rates for single
subject, overlaid on the contour map of normalized neural response at target rates. The channel pairs with increased (decreased,
respectively) coherence at target rates is shown by red (blue, respectively) lines.

Figure 4. Neural responses to target rates across hemispheres. The 20 channels with the
strongest normalized neural response at target rates are chosen from left and right hemisphere,
respectively, to represent the overall neural activity of each hemisphere. Neural responses av-
eraged across the 20 channels are subtracted across hemispheres for each task and for all
subjects. Error bars represent SE. **p # 0.04.
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rate) in both contexts. In both experiments, the 7 Hz hit rate was not
significantly different (t test; p ! 0.7, t ! 0.4), nor was the false alarm
from the opposite task (t test; p ! 0.44, t ! "0.78) or false alarm
from null condition (t test; p ! 0.8, t ! 0.25).

The buildup of different streams in a polyrhythmic sequence
reveals a complex interaction between the modulation rates of
the foreground and background. We investigate the change in
detectability of the deviant in each stream as a function of time.
All temporal rates tested show either an increase or no change in
detectability in the interval between 1 and 3 s (Fig. 6c). As the
sequence evolves, there develops an interaction between the
rhythm of the attended stream, the rhythm of the distracting
stream, and the time of deviant. Most rates drop in detectability
toward the end of the sequence, whereas only deviants of 4 and
10.1 Hz steadily grow as a function of time (up to 6 s).

The detectability of the 4 and 7 Hz rhythms from the pure psy-
choacoustic and MEG conditions are compared in Figure 6c (mid-
dle). The two recording conditions show comparable results, in
which the number of subjects in the MEG experiment (26 listeners)
allow a more refined time analysis (finer time resolution), revealing
more of the shape of the buildup curve over time.

Discussion
The present study explores the mechanisms of attention and tem-
poral integration that mediate the representation of foreground
and background in auditory scenes. It builds on extensive previ-
ous work exploring the perceptual cues mediating parsing of
complex acoustic environments (van Noorden, 1975; Micheyl et
al., 2005). Unlike classic paradigms of streaming, the stimuli in
this study consisted of different tempi competing against each
other to form distinct coherent streams. The design allows us to
explore the interaction between different temporal rates, as well
as examine the role of attention in the formation of auditory
objects. The purpose of using polyrhythmic stimuli in this study
is not to investigate rhythm parsing or perceptual manifestations
of rhythmicity (Deutsch, 1983; Handel, 1984; Klapp et al., 1985)
but rather the role of modulation timing and its interaction with
attention in the context of auditory streaming. The choice of
separating the two rhythmic sequences by eight semitones eases

their segregation into two streams (van Noorden, 1977) and
keeps the focus of the study on the role of temporal modulation
rates in facilitating auditory streaming.

The results reveal that the neural representation of the at-
tended target is significantly enhanced in both its steady-state
power and between-neuronal-sites phase coherence relative to its
unattended state. This enhancement follows closely the percep-
tual detectability of the rhythm for individual subjects, with big-
ger neural power enhancement correlating with improved
behavioral performance. The tight relationship between the neu-
rometric and psychometric functions on a per-subject basis pro-
vides strong support for the previously proposed hypothesis that
attention mediates a differential enhancement of features under
the spotlight of attention and/or suppression of background fea-
tures that was observed in both auditory and visual modalities
(Corbetta et al., 1990; Somers et al., 1999; Bidet-Caulet et al.,
2007; Schoenfeld et al., 2007; Elhilali et al., 2009a; Paltoglou et al.,
2009). Such modulatory effects of feature-based attention have
been ascribed to mechanisms of adaptive gain control and task-
induced plasticity operating at the single neuron and neuronal
population level in sensory cortex (Treue and Martínez Trujillo,
1999; Fritz et al., 2003). The fact that this feature enhancement is
observed exclusively at the frequency of the attended target with
1⁄4 Hz accuracy argues that top-down processes of attention in-
teract closely with the physical parameters of the stimulus and
mediate a very specific feature-based modulation that cannot be
explained by general enhancement of a spectral region or band of
intrinsic rhythm. Moreover, the neural power enhancement ob-
served in our results is accompanied by an increase in phase
coherence between distant MEG sensors. This finding reported
previously in the visual modality (Gaetz et al., 1998; Srinivasan et
al., 1999) argues for a role of synchronization between remote
neuronal populations as a general neural coding strategy for en-
hancing representation of stimulus features under the spotlight
of attention. Temporal codes may therefore be complementing
or providing an alternative to rate-based representations of ob-
jects in complex sensory scenes (Grothe and Klump, 2000).

The source of the observed power enhancement is localized to
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1989; Kilgard and Merzenich, 1999) and perceptual measures of
modulation sensitivity in the auditory system (Chi et al., 1999)
over a range of behaviorally important modulations (#16 Hz).
To verify this observation, we examined results of additional psy-
chophysical experiments varying the choice of rhythms in the
stimulus over the range 3–11 Hz. The results confirm that the
low-pass-like shape of the behavioral performance revealed in
Figure 6 is reminiscent of known temporal MTFs typically arising
from phase-locking or entrainment of auditory cortical neurons
with regular clicks or repetitive tones (Eggermont, 1991; Kilgard
and Merzenich, 1999), as well as perceptual modulation sensitiv-

Figure 5. Buildup over time of behavioral and neural responses of target streams. Normal-
ized neural response to the 4 Hz stream, and behavioral performance, as a function of time
during the slow task averaged across subjects. Error bars represent SE. Top insets, The MEG
magnetic field distributions of the 4 Hz target response for a single subject at representative
moments in time. Bottom inset, Correlation of behavioral and neural responses as a function of
time. The ratio of the neural to behavioral response trends as a function of time, interpreted as
a slope angle, is averaged across subjects, yielding a mean slope angle of 22° (yellow line).
Bootstrap estimates and the 95% confidence intervals (gray background) confirm the positive
correlation between the psychometric and neurometric buildup curves.
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see also Bidet-Caulet et al. (2007) with depth electrodes at 21 and 29 Hz
Xiang et al. (2010)
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a b s t r a c t

Studies in all sensory modalities have demonstrated amplification of early brain responses to attended
signals, but less is known about the processes by which listeners selectively ignore stimuli. Here we use
MEG and a new paradigm to dissociate the effects of selectively attending, and ignoring in time. Two
different tasks were performed successively on the same acoustic stimuli: triplets of tones (A, B, C) with
noise-bursts interspersed between the triplets. In the COMPARE task subjects were instructed to respond
when tones A and C were of same frequency. In the PASSIVE task they were instructed to respond as fast
as possible to noise-bursts. COMPARE requires attending to A and C and actively ignoring tone B, but
PASSIVE involves neither attending to nor ignoring the tones. The data were analyzed separately for
frontal and auditory-cortical channels to independently address attentional effects on low-level sensory
versus putative control processing. We observe the earliest attend/ignore effects as early as 100 ms post-
stimulus onset in auditory cortex. These appear to be generated by modulation of exogenous (stimulus-
driven) sensory evoked activity. Specifically related to ignoring, we demonstrate that active-ignoring-
induced input inhibition involves early selection. We identified a sequence of early (<200 ms post-onset)
auditory cortical effects, comprised of onset response attenuation and the emergence of an inhibitory
response, and provide new, direct evidence that listeners actively ignoring a sound can reduce their
stimulus related activity in auditory cortex by 100 ms after onset when this is required to execute specific
behavioral objectives.

© 2010 Elsevier Ltd. All rights reserved.

Attention is often illustrated by the metaphor of an internal
spotlight, a mechanism that enables an organism to select and
preferentially process behaviorally relevant input. Brain-imaging
studies in humans (see Herrmann & Knight, 2001; Hillyard, Vogel,
& Luck, 1998; Kastner & Ungerleider, 2000 for reviews), mostly
of the visual system (e.g. Corbetta, Miezin, Dobmeyer, Shulman,
& Petersen, 1990; Luck, Chelazzi, Hillyard, & Desimone, 1997;
Shulman et al., 1997) but also in the auditory modality (e.g. Elhilali,
Xiang, Shamma, & Simon, 2009; Fritz, Elhilali, David, & Shamma,
2007; Giard, Fort, Mouchetant-Rostaing, & Pernier, 2000; Hillyard,
Hink, Schwent, & Picton, 1973; Petkov et al., 2004; Woldorff &
Hillyard, 1991) have demonstrated that attending to a stimulus, can
influence very early processing phases by boosting the sensitivity
of low-level sensory processes and gating sensory input.

Another aspect of attention is the ability to ignore irrelevant or
distracting stimuli. Ignoring may be viewed as a direct side effect
of attending, caused by limited immediate processing resources

∗ Corresponding author.
E-mail address: m.chait@ucl.ac.uk (M. Chait).

when the scene is busy (e.g. Lavie, 2005). Indeed, increased activity
in brain areas that process attended signals or internal cognitive
tasks is often accompanied by suppression of activity in other
regions (e.g. Ghatan, Hsieh, Petersson, Stone-Elander, & Ingvar,
1998; Johnson & Zatorre, 2005; Kastner & Ungerleider, 2000; Rees,
Frith, & Lavie, 1997; Rees, Russell, Frith, & Driver, 1999). However,
in addition to being a consequence of focused attention, ignor-
ing is frequently an active process—for instance, if the distracter
is attention-grabbing and hinders the organism’s ability to concen-
trate on task-relevant features (e.g. Ipata, Gee, Gottlieb, Bisley, &
Goldberg, 2006; Melara, Rao, & Tong, 2002).

In EEG (electroencephalography) or MEG (magnetoencephalog-
raphy) studies of auditory selective attention, brain responses
to attended sounds usually show increased amplitudes relative
to responses to the same sounds when they are not attended
(e.g. Alain & Woods, 1994; Bidet-Caulet et al., 2007; Hillyard et
al., 1973; Näätänen, 1992; Snyder, Alain, & Picton, 2006; Teder-
Sälejärvi, Hillyard, Röder, & Neville, 1999). This difference could
arise from amplification of responses to attended stimuli, attenu-
ation of responses to non-attended stimuli, or both. A number of
studies have demonstrated decreased responses to ignored tones

0028-3932/$ – see front matter © 2010 Elsevier Ltd. All rights reserved.
doi:10.1016/j.neuropsychologia.2010.07.007

“[We] provide new, direct evidence that listeners actively ignoring 
a sound can reduce their stimulus related activity in auditory 
cortex by 100 ms after onset when this is required to execute 
specific behavioral objectives.”
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Complex Scenes: Speech Simple Complex Scenes (III)

shows that there are three bands of energy visible that turn on and off together.
Theoretically, each could have come from a different source (for that matter, por-
tions of each could be from different sources); there is no way to determine
unambiguously that they are from the same source. The brain seems to solve this
mathematically underdetermined problem of estimating what mixture energy
belongs to a particular external source by making educated guesses based on
knowledge about the statistical properties of typical natural sounds. For instance,
although it could have been a coincidence that all three bursts have a similar time
course, that is unlikely—especially given that together, they sound like a voice
making the vowel /ih/. In other words, to make sense of the acoustic world, the
brain uses prior information about the spectrotemporal structure of natural sounds to
group together acoustic energy that belongs together. As discussed further in
Sect. 2.2, this process of auditory object formation, or estimating which compo-
nents of a sound mixture came from the same external sound source, is an important
part of solving the cocktail party problem.

Fig. 2.1 Demonstration of how time–frequency sparseness leads to sound mixtures where clean
“glimpses” of the component sounds are preserved, using two independent speech streams. (A) A
thresholded spectrogram showing all time–frequency tiles with significant energy in a mixture of
two sentences, added together. (B, C) Individual thresholded spectrograms of the two sentences
making up the mixture shown in A and D. (D) A color-coded thresholded spectrogram, where each
time–frequency tile is color coded depending on whether it is dominated by the sentence shown in
B (blue), dominated by the sentence shown in C (red), or is a mixture of overlapping sound from
the two sentences, leading to interference (green)

2 Auditory Object Formation and Selection 9

from Shinn-Cunningham et al. (2017), Chapter 2: “Auditory Object Formation and Selection”
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• ECoG records from tens 
of independent sources

• Reconstruction possible 
for entire spectrogram 
(not just temporal 
envelope)

• Neural measure follows 
perception, not (just) 
physical acoustics

• Reconstruction success 
only in successful trials

• No consistent spatial 
pattern observed over 
auditory cortex

Selective Neural 
Encoding of Speech

Mesgarani & Chang (2012)
The average and standard deviation of the correlation between recon-
structed and original spectrograms over 24 sentences were
0.60 6 0.034 (0.60 and 0.62 for the examples in Fig. 1e, f). When
attending to each of the two speakers, the reconstructed spectrograms
from the same speech mixture showed a marked difference depending
upon which speaker was attended (Fig. 1g, h). For each pair, the key
temporal and spectral features of the target speaker are enhanced rela-
tive to the masker speaker (Fig. 1g, h compared to Fig. 1e, f, respectively).
To compare directly, the energy contours from these reconstructed
spectrograms are overlaid in Fig. 1i. Important spectrotemporal details
of the attended speaker were extracted, while the masker speech was
effectively suppressed.

Attentional modulation of the neural representation was quantified,
separately for correct and error trials, by measuring the correlation of
the reconstructed spectrograms from the mixture in two attended
conditions with original acoustic spectrograms of the speakers alone
(Fig. 2a–d). During correct trials (Fig. 2a, c), we observed a significant
shift of average correlation values towards the target speaker repres-
entation. During error trials, in contrast, no significant shift was

observed (Fig. 2b, d). Furthermore, the correlations between the
reconstructed mixture and the masker speaker were higher than the
average intrinsic correlation between randomly chosen original
acoustic speech phrases (Fig. 2c, d, dashed lines), revealing a weak
presence of the masker speaker in mixture reconstructions, even in
correct trials.

The difference in speaking rate of the two speakers, coupled with the
stereotyped structure of the carrier phrases, results in specific average
temporal modulation profiles for each speaker (average spectrogram
for each speaker is shown in Supplementary Fig. 1a, b). To investigate
encoding of the distinct spectral profile and characteristic temporal
rhythm of the target compared to the masker speaker, we estimated the
average difference between reconstructed spectrograms of the two
speakers, when presented alone and in the attended mixture (Fig. 2e,
f). The comparison between the two average difference reconstructed
spectrograms reveals enhanced encoding of both temporal and
spectral aspects of the attended speaker (Supplementary Fig. 1c, d).
To study the time course of attention-induced modulation of recon-
structed mixture spectrograms towards the attended speaker, we
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Figure 1 | Acoustic and neural reconstructed
spectrograms for speech from a single speaker or
a mixture of speakers. a, b, Example acoustic
waveform and auditory spectrograms of speaker
one (male; a) and speaker two (female;
b). c, Waveform and spectrogram of the mixture of
the two shows highly overlapping energy
distributions. d, Difference spectrogram highlights
the mixture regions where speaker one (blue) or
two (red) has more acoustic energy. e, f, Neural-
population-based stimulus reconstruction of
speaker one (e) and speaker two (f) alone shows
similar spectrotemporal features as the original
spectrograms in a and b. g, h, The reconstructed
spectrograms from the same mixture sound when
attending to either speaker one (g) or two
(h) highly resemble the single speaker
reconstructions, shown in e and f, respectively.
i, Overlay of the spectrogram contours at 50% of
maximum energy from the reconstructed
spectrograms in e, f, g and h.
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Figure 2 | Quantifying the attentional
modulation of neural responses. a, b, Correlation
coefficients of reconstructed mixture spectrograms
under attentional control and the corresponding
single speaker original spectrograms in correct and
error trials (examples in Fig. 1g, h shown with black
outline). c, d, Mean and standard error of
correlation values for correct and error trials (28
mixtures). The dashed line corresponds to the
average intrinsic correlation between randomly
chosen original speech phrases. Brackets indicate
pairwise statistical comparisons. NS, not
significant. e, f, Average difference reconstructed
spectrograms of speakers one and two from
responses to single speaker (e) and attended
mixture (f). g, Time course of average and standard
error of AMIspec of 28 mixtures for correct (black)
and error (red) trials. Grey curve shows the upper
bound of AMIspec.
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The average and standard deviation of the correlation between recon-
structed and original spectrograms over 24 sentences were
0.60 6 0.034 (0.60 and 0.62 for the examples in Fig. 1e, f). When
attending to each of the two speakers, the reconstructed spectrograms
from the same speech mixture showed a marked difference depending
upon which speaker was attended (Fig. 1g, h). For each pair, the key
temporal and spectral features of the target speaker are enhanced rela-
tive to the masker speaker (Fig. 1g, h compared to Fig. 1e, f, respectively).
To compare directly, the energy contours from these reconstructed
spectrograms are overlaid in Fig. 1i. Important spectrotemporal details
of the attended speaker were extracted, while the masker speech was
effectively suppressed.

Attentional modulation of the neural representation was quantified,
separately for correct and error trials, by measuring the correlation of
the reconstructed spectrograms from the mixture in two attended
conditions with original acoustic spectrograms of the speakers alone
(Fig. 2a–d). During correct trials (Fig. 2a, c), we observed a significant
shift of average correlation values towards the target speaker repres-
entation. During error trials, in contrast, no significant shift was

observed (Fig. 2b, d). Furthermore, the correlations between the
reconstructed mixture and the masker speaker were higher than the
average intrinsic correlation between randomly chosen original
acoustic speech phrases (Fig. 2c, d, dashed lines), revealing a weak
presence of the masker speaker in mixture reconstructions, even in
correct trials.

The difference in speaking rate of the two speakers, coupled with the
stereotyped structure of the carrier phrases, results in specific average
temporal modulation profiles for each speaker (average spectrogram
for each speaker is shown in Supplementary Fig. 1a, b). To investigate
encoding of the distinct spectral profile and characteristic temporal
rhythm of the target compared to the masker speaker, we estimated the
average difference between reconstructed spectrograms of the two
speakers, when presented alone and in the attended mixture (Fig. 2e,
f). The comparison between the two average difference reconstructed
spectrograms reveals enhanced encoding of both temporal and
spectral aspects of the attended speaker (Supplementary Fig. 1c, d).
To study the time course of attention-induced modulation of recon-
structed mixture spectrograms towards the attended speaker, we
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The average and standard deviation of the correlation between recon-
structed and original spectrograms over 24 sentences were
0.60 6 0.034 (0.60 and 0.62 for the examples in Fig. 1e, f). When
attending to each of the two speakers, the reconstructed spectrograms
from the same speech mixture showed a marked difference depending
upon which speaker was attended (Fig. 1g, h). For each pair, the key
temporal and spectral features of the target speaker are enhanced rela-
tive to the masker speaker (Fig. 1g, h compared to Fig. 1e, f, respectively).
To compare directly, the energy contours from these reconstructed
spectrograms are overlaid in Fig. 1i. Important spectrotemporal details
of the attended speaker were extracted, while the masker speech was
effectively suppressed.

Attentional modulation of the neural representation was quantified,
separately for correct and error trials, by measuring the correlation of
the reconstructed spectrograms from the mixture in two attended
conditions with original acoustic spectrograms of the speakers alone
(Fig. 2a–d). During correct trials (Fig. 2a, c), we observed a significant
shift of average correlation values towards the target speaker repres-
entation. During error trials, in contrast, no significant shift was

observed (Fig. 2b, d). Furthermore, the correlations between the
reconstructed mixture and the masker speaker were higher than the
average intrinsic correlation between randomly chosen original
acoustic speech phrases (Fig. 2c, d, dashed lines), revealing a weak
presence of the masker speaker in mixture reconstructions, even in
correct trials.

The difference in speaking rate of the two speakers, coupled with the
stereotyped structure of the carrier phrases, results in specific average
temporal modulation profiles for each speaker (average spectrogram
for each speaker is shown in Supplementary Fig. 1a, b). To investigate
encoding of the distinct spectral profile and characteristic temporal
rhythm of the target compared to the masker speaker, we estimated the
average difference between reconstructed spectrograms of the two
speakers, when presented alone and in the attended mixture (Fig. 2e,
f). The comparison between the two average difference reconstructed
spectrograms reveals enhanced encoding of both temporal and
spectral aspects of the attended speaker (Supplementary Fig. 1c, d).
To study the time course of attention-induced modulation of recon-
structed mixture spectrograms towards the attended speaker, we
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Figure 1 | Acoustic and neural reconstructed
spectrograms for speech from a single speaker or
a mixture of speakers. a, b, Example acoustic
waveform and auditory spectrograms of speaker
one (male; a) and speaker two (female;
b). c, Waveform and spectrogram of the mixture of
the two shows highly overlapping energy
distributions. d, Difference spectrogram highlights
the mixture regions where speaker one (blue) or
two (red) has more acoustic energy. e, f, Neural-
population-based stimulus reconstruction of
speaker one (e) and speaker two (f) alone shows
similar spectrotemporal features as the original
spectrograms in a and b. g, h, The reconstructed
spectrograms from the same mixture sound when
attending to either speaker one (g) or two
(h) highly resemble the single speaker
reconstructions, shown in e and f, respectively.
i, Overlay of the spectrogram contours at 50% of
maximum energy from the reconstructed
spectrograms in e, f, g and h.
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modulation of neural responses. a, b, Correlation
coefficients of reconstructed mixture spectrograms
under attentional control and the corresponding
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outline). c, d, Mean and standard error of
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pairwise statistical comparisons. NS, not
significant. e, f, Average difference reconstructed
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• ECoG records from tens 
of independent sources

• Reconstruction possible 
for entire spectrogram 
(not just temporal 
envelope)

• Neural measure follows 
perception, not (just) 
physical acoustics

• Reconstruction success 
only in successful trials

• No consistent spatial 
pattern observed over 
auditory cortex

Selective Neural 
Encoding of Speech

Mesgarani & Chang (2012)
The average and standard deviation of the correlation between recon-
structed and original spectrograms over 24 sentences were
0.60 6 0.034 (0.60 and 0.62 for the examples in Fig. 1e, f). When
attending to each of the two speakers, the reconstructed spectrograms
from the same speech mixture showed a marked difference depending
upon which speaker was attended (Fig. 1g, h). For each pair, the key
temporal and spectral features of the target speaker are enhanced rela-
tive to the masker speaker (Fig. 1g, h compared to Fig. 1e, f, respectively).
To compare directly, the energy contours from these reconstructed
spectrograms are overlaid in Fig. 1i. Important spectrotemporal details
of the attended speaker were extracted, while the masker speech was
effectively suppressed.

Attentional modulation of the neural representation was quantified,
separately for correct and error trials, by measuring the correlation of
the reconstructed spectrograms from the mixture in two attended
conditions with original acoustic spectrograms of the speakers alone
(Fig. 2a–d). During correct trials (Fig. 2a, c), we observed a significant
shift of average correlation values towards the target speaker repres-
entation. During error trials, in contrast, no significant shift was

observed (Fig. 2b, d). Furthermore, the correlations between the
reconstructed mixture and the masker speaker were higher than the
average intrinsic correlation between randomly chosen original
acoustic speech phrases (Fig. 2c, d, dashed lines), revealing a weak
presence of the masker speaker in mixture reconstructions, even in
correct trials.

The difference in speaking rate of the two speakers, coupled with the
stereotyped structure of the carrier phrases, results in specific average
temporal modulation profiles for each speaker (average spectrogram
for each speaker is shown in Supplementary Fig. 1a, b). To investigate
encoding of the distinct spectral profile and characteristic temporal
rhythm of the target compared to the masker speaker, we estimated the
average difference between reconstructed spectrograms of the two
speakers, when presented alone and in the attended mixture (Fig. 2e,
f). The comparison between the two average difference reconstructed
spectrograms reveals enhanced encoding of both temporal and
spectral aspects of the attended speaker (Supplementary Fig. 1c, d).
To study the time course of attention-induced modulation of recon-
structed mixture spectrograms towards the attended speaker, we
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Figure 1 | Acoustic and neural reconstructed
spectrograms for speech from a single speaker or
a mixture of speakers. a, b, Example acoustic
waveform and auditory spectrograms of speaker
one (male; a) and speaker two (female;
b). c, Waveform and spectrogram of the mixture of
the two shows highly overlapping energy
distributions. d, Difference spectrogram highlights
the mixture regions where speaker one (blue) or
two (red) has more acoustic energy. e, f, Neural-
population-based stimulus reconstruction of
speaker one (e) and speaker two (f) alone shows
similar spectrotemporal features as the original
spectrograms in a and b. g, h, The reconstructed
spectrograms from the same mixture sound when
attending to either speaker one (g) or two
(h) highly resemble the single speaker
reconstructions, shown in e and f, respectively.
i, Overlay of the spectrogram contours at 50% of
maximum energy from the reconstructed
spectrograms in e, f, g and h.
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Figure 2 | Quantifying the attentional
modulation of neural responses. a, b, Correlation
coefficients of reconstructed mixture spectrograms
under attentional control and the corresponding
single speaker original spectrograms in correct and
error trials (examples in Fig. 1g, h shown with black
outline). c, d, Mean and standard error of
correlation values for correct and error trials (28
mixtures). The dashed line corresponds to the
average intrinsic correlation between randomly
chosen original speech phrases. Brackets indicate
pairwise statistical comparisons. NS, not
significant. e, f, Average difference reconstructed
spectrograms of speakers one and two from
responses to single speaker (e) and attended
mixture (f). g, Time course of average and standard
error of AMIspec of 28 mixtures for correct (black)
and error (red) trials. Grey curve shows the upper
bound of AMIspec.
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The average and standard deviation of the correlation between recon-
structed and original spectrograms over 24 sentences were
0.60 6 0.034 (0.60 and 0.62 for the examples in Fig. 1e, f). When
attending to each of the two speakers, the reconstructed spectrograms
from the same speech mixture showed a marked difference depending
upon which speaker was attended (Fig. 1g, h). For each pair, the key
temporal and spectral features of the target speaker are enhanced rela-
tive to the masker speaker (Fig. 1g, h compared to Fig. 1e, f, respectively).
To compare directly, the energy contours from these reconstructed
spectrograms are overlaid in Fig. 1i. Important spectrotemporal details
of the attended speaker were extracted, while the masker speech was
effectively suppressed.

Attentional modulation of the neural representation was quantified,
separately for correct and error trials, by measuring the correlation of
the reconstructed spectrograms from the mixture in two attended
conditions with original acoustic spectrograms of the speakers alone
(Fig. 2a–d). During correct trials (Fig. 2a, c), we observed a significant
shift of average correlation values towards the target speaker repres-
entation. During error trials, in contrast, no significant shift was

observed (Fig. 2b, d). Furthermore, the correlations between the
reconstructed mixture and the masker speaker were higher than the
average intrinsic correlation between randomly chosen original
acoustic speech phrases (Fig. 2c, d, dashed lines), revealing a weak
presence of the masker speaker in mixture reconstructions, even in
correct trials.

The difference in speaking rate of the two speakers, coupled with the
stereotyped structure of the carrier phrases, results in specific average
temporal modulation profiles for each speaker (average spectrogram
for each speaker is shown in Supplementary Fig. 1a, b). To investigate
encoding of the distinct spectral profile and characteristic temporal
rhythm of the target compared to the masker speaker, we estimated the
average difference between reconstructed spectrograms of the two
speakers, when presented alone and in the attended mixture (Fig. 2e,
f). The comparison between the two average difference reconstructed
spectrograms reveals enhanced encoding of both temporal and
spectral aspects of the attended speaker (Supplementary Fig. 1c, d).
To study the time course of attention-induced modulation of recon-
structed mixture spectrograms towards the attended speaker, we

a
ready

Mix: attend SP1

SP2

Max

Max

0

Max

SP10.1

8

0.1

8

Fr
eq

ue
nc

y 
(k

H
z)

Fr
eq

ue
nc

y 
(k

H
z)

0.1

8

0.1

8

Fr
eq

ue
nc

y 
(k

H
z)

Fr
eq

ue
nc

y 
(k

H
z)

0 2 0 2Time (s)Time (s)

0 2Time (s)

tiger goto green five now ready ringo go to red two now

Mix: attend SP2

b

c d

g h

e f

i

SP2:SP1:

SP2 attend

SP1 attend
SP2 alone

SP1 alone

0.1

8

Fr
eq

ue
nc

y 
(k

H
z)

ready tiger goto green five nowready ringo go to red two now ready tiger goto green five nowready ringo go to red two nowMix: Mix:

Single: SP1 Single: SP2

0

0

Figure 1 | Acoustic and neural reconstructed
spectrograms for speech from a single speaker or
a mixture of speakers. a, b, Example acoustic
waveform and auditory spectrograms of speaker
one (male; a) and speaker two (female;
b). c, Waveform and spectrogram of the mixture of
the two shows highly overlapping energy
distributions. d, Difference spectrogram highlights
the mixture regions where speaker one (blue) or
two (red) has more acoustic energy. e, f, Neural-
population-based stimulus reconstruction of
speaker one (e) and speaker two (f) alone shows
similar spectrotemporal features as the original
spectrograms in a and b. g, h, The reconstructed
spectrograms from the same mixture sound when
attending to either speaker one (g) or two
(h) highly resemble the single speaker
reconstructions, shown in e and f, respectively.
i, Overlay of the spectrogram contours at 50% of
maximum energy from the reconstructed
spectrograms in e, f, g and h.
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Figure 2 | Quantifying the attentional
modulation of neural responses. a, b, Correlation
coefficients of reconstructed mixture spectrograms
under attentional control and the corresponding
single speaker original spectrograms in correct and
error trials (examples in Fig. 1g, h shown with black
outline). c, d, Mean and standard error of
correlation values for correct and error trials (28
mixtures). The dashed line corresponds to the
average intrinsic correlation between randomly
chosen original speech phrases. Brackets indicate
pairwise statistical comparisons. NS, not
significant. e, f, Average difference reconstructed
spectrograms of speakers one and two from
responses to single speaker (e) and attended
mixture (f). g, Time course of average and standard
error of AMIspec of 28 mixtures for correct (black)
and error (red) trials. Grey curve shows the upper
bound of AMIspec.
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only in successful trials

• No consistent spatial 
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The average and standard deviation of the correlation between recon-
structed and original spectrograms over 24 sentences were
0.60 6 0.034 (0.60 and 0.62 for the examples in Fig. 1e, f). When
attending to each of the two speakers, the reconstructed spectrograms
from the same speech mixture showed a marked difference depending
upon which speaker was attended (Fig. 1g, h). For each pair, the key
temporal and spectral features of the target speaker are enhanced rela-
tive to the masker speaker (Fig. 1g, h compared to Fig. 1e, f, respectively).
To compare directly, the energy contours from these reconstructed
spectrograms are overlaid in Fig. 1i. Important spectrotemporal details
of the attended speaker were extracted, while the masker speech was
effectively suppressed.

Attentional modulation of the neural representation was quantified,
separately for correct and error trials, by measuring the correlation of
the reconstructed spectrograms from the mixture in two attended
conditions with original acoustic spectrograms of the speakers alone
(Fig. 2a–d). During correct trials (Fig. 2a, c), we observed a significant
shift of average correlation values towards the target speaker repres-
entation. During error trials, in contrast, no significant shift was

observed (Fig. 2b, d). Furthermore, the correlations between the
reconstructed mixture and the masker speaker were higher than the
average intrinsic correlation between randomly chosen original
acoustic speech phrases (Fig. 2c, d, dashed lines), revealing a weak
presence of the masker speaker in mixture reconstructions, even in
correct trials.

The difference in speaking rate of the two speakers, coupled with the
stereotyped structure of the carrier phrases, results in specific average
temporal modulation profiles for each speaker (average spectrogram
for each speaker is shown in Supplementary Fig. 1a, b). To investigate
encoding of the distinct spectral profile and characteristic temporal
rhythm of the target compared to the masker speaker, we estimated the
average difference between reconstructed spectrograms of the two
speakers, when presented alone and in the attended mixture (Fig. 2e,
f). The comparison between the two average difference reconstructed
spectrograms reveals enhanced encoding of both temporal and
spectral aspects of the attended speaker (Supplementary Fig. 1c, d).
To study the time course of attention-induced modulation of recon-
structed mixture spectrograms towards the attended speaker, we
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Figure 1 | Acoustic and neural reconstructed
spectrograms for speech from a single speaker or
a mixture of speakers. a, b, Example acoustic
waveform and auditory spectrograms of speaker
one (male; a) and speaker two (female;
b). c, Waveform and spectrogram of the mixture of
the two shows highly overlapping energy
distributions. d, Difference spectrogram highlights
the mixture regions where speaker one (blue) or
two (red) has more acoustic energy. e, f, Neural-
population-based stimulus reconstruction of
speaker one (e) and speaker two (f) alone shows
similar spectrotemporal features as the original
spectrograms in a and b. g, h, The reconstructed
spectrograms from the same mixture sound when
attending to either speaker one (g) or two
(h) highly resemble the single speaker
reconstructions, shown in e and f, respectively.
i, Overlay of the spectrogram contours at 50% of
maximum energy from the reconstructed
spectrograms in e, f, g and h.
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Figure 2 | Quantifying the attentional
modulation of neural responses. a, b, Correlation
coefficients of reconstructed mixture spectrograms
under attentional control and the corresponding
single speaker original spectrograms in correct and
error trials (examples in Fig. 1g, h shown with black
outline). c, d, Mean and standard error of
correlation values for correct and error trials (28
mixtures). The dashed line corresponds to the
average intrinsic correlation between randomly
chosen original speech phrases. Brackets indicate
pairwise statistical comparisons. NS, not
significant. e, f, Average difference reconstructed
spectrograms of speakers one and two from
responses to single speaker (e) and attended
mixture (f). g, Time course of average and standard
error of AMIspec of 28 mixtures for correct (black)
and error (red) trials. Grey curve shows the upper
bound of AMIspec.
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The average and standard deviation of the correlation between recon-
structed and original spectrograms over 24 sentences were
0.60 6 0.034 (0.60 and 0.62 for the examples in Fig. 1e, f). When
attending to each of the two speakers, the reconstructed spectrograms
from the same speech mixture showed a marked difference depending
upon which speaker was attended (Fig. 1g, h). For each pair, the key
temporal and spectral features of the target speaker are enhanced rela-
tive to the masker speaker (Fig. 1g, h compared to Fig. 1e, f, respectively).
To compare directly, the energy contours from these reconstructed
spectrograms are overlaid in Fig. 1i. Important spectrotemporal details
of the attended speaker were extracted, while the masker speech was
effectively suppressed.

Attentional modulation of the neural representation was quantified,
separately for correct and error trials, by measuring the correlation of
the reconstructed spectrograms from the mixture in two attended
conditions with original acoustic spectrograms of the speakers alone
(Fig. 2a–d). During correct trials (Fig. 2a, c), we observed a significant
shift of average correlation values towards the target speaker repres-
entation. During error trials, in contrast, no significant shift was

observed (Fig. 2b, d). Furthermore, the correlations between the
reconstructed mixture and the masker speaker were higher than the
average intrinsic correlation between randomly chosen original
acoustic speech phrases (Fig. 2c, d, dashed lines), revealing a weak
presence of the masker speaker in mixture reconstructions, even in
correct trials.

The difference in speaking rate of the two speakers, coupled with the
stereotyped structure of the carrier phrases, results in specific average
temporal modulation profiles for each speaker (average spectrogram
for each speaker is shown in Supplementary Fig. 1a, b). To investigate
encoding of the distinct spectral profile and characteristic temporal
rhythm of the target compared to the masker speaker, we estimated the
average difference between reconstructed spectrograms of the two
speakers, when presented alone and in the attended mixture (Fig. 2e,
f). The comparison between the two average difference reconstructed
spectrograms reveals enhanced encoding of both temporal and
spectral aspects of the attended speaker (Supplementary Fig. 1c, d).
To study the time course of attention-induced modulation of recon-
structed mixture spectrograms towards the attended speaker, we
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Figure 1 | Acoustic and neural reconstructed
spectrograms for speech from a single speaker or
a mixture of speakers. a, b, Example acoustic
waveform and auditory spectrograms of speaker
one (male; a) and speaker two (female;
b). c, Waveform and spectrogram of the mixture of
the two shows highly overlapping energy
distributions. d, Difference spectrogram highlights
the mixture regions where speaker one (blue) or
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• ECoG records from tens 
of independent sources

• Reconstruction possible 
for entire spectrogram 
(not just temporal 
envelope)

• Neural measure follows 
perception, not (just) 
physical acoustics

• Reconstruction success 
only in successful trials

• No consistent spatial 
pattern observed over 
auditory cortex

Selective Neural 
Encoding of Speech

Mesgarani & Chang (2012)
The average and standard deviation of the correlation between recon-
structed and original spectrograms over 24 sentences were
0.60 6 0.034 (0.60 and 0.62 for the examples in Fig. 1e, f). When
attending to each of the two speakers, the reconstructed spectrograms
from the same speech mixture showed a marked difference depending
upon which speaker was attended (Fig. 1g, h). For each pair, the key
temporal and spectral features of the target speaker are enhanced rela-
tive to the masker speaker (Fig. 1g, h compared to Fig. 1e, f, respectively).
To compare directly, the energy contours from these reconstructed
spectrograms are overlaid in Fig. 1i. Important spectrotemporal details
of the attended speaker were extracted, while the masker speech was
effectively suppressed.

Attentional modulation of the neural representation was quantified,
separately for correct and error trials, by measuring the correlation of
the reconstructed spectrograms from the mixture in two attended
conditions with original acoustic spectrograms of the speakers alone
(Fig. 2a–d). During correct trials (Fig. 2a, c), we observed a significant
shift of average correlation values towards the target speaker repres-
entation. During error trials, in contrast, no significant shift was

observed (Fig. 2b, d). Furthermore, the correlations between the
reconstructed mixture and the masker speaker were higher than the
average intrinsic correlation between randomly chosen original
acoustic speech phrases (Fig. 2c, d, dashed lines), revealing a weak
presence of the masker speaker in mixture reconstructions, even in
correct trials.

The difference in speaking rate of the two speakers, coupled with the
stereotyped structure of the carrier phrases, results in specific average
temporal modulation profiles for each speaker (average spectrogram
for each speaker is shown in Supplementary Fig. 1a, b). To investigate
encoding of the distinct spectral profile and characteristic temporal
rhythm of the target compared to the masker speaker, we estimated the
average difference between reconstructed spectrograms of the two
speakers, when presented alone and in the attended mixture (Fig. 2e,
f). The comparison between the two average difference reconstructed
spectrograms reveals enhanced encoding of both temporal and
spectral aspects of the attended speaker (Supplementary Fig. 1c, d).
To study the time course of attention-induced modulation of recon-
structed mixture spectrograms towards the attended speaker, we
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the two shows highly overlapping energy
distributions. d, Difference spectrogram highlights
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population-based stimulus reconstruction of
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reconstructions, shown in e and f, respectively.
i, Overlay of the spectrogram contours at 50% of
maximum energy from the reconstructed
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coefficients of reconstructed mixture spectrograms
under attentional control and the corresponding
single speaker original spectrograms in correct and
error trials (examples in Fig. 1g, h shown with black
outline). c, d, Mean and standard error of
correlation values for correct and error trials (28
mixtures). The dashed line corresponds to the
average intrinsic correlation between randomly
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from all electrodes showing significant LF phase-ITC or HG
power-ITC was included in this analysis, and we reconstructed
the envelope using either the LF or HGp time courses (see Exper-
imental Procedures). The correlation between the reconstructed
envelope and the real envelope was used to evaluate the accu-
racy of each reconstruction. Figure 2A shows an example of the
reconstructed envelope compared to the real envelope for the
Single Talker condition (top) as well as the attended and ignored
talkers in the Cocktail Party condition (bottom). Figure 2B
summarizes the reconstruction accuracies based separately
on LF and HGp activity. The envelope of the Single Talker was
reconstructed reliably using activity in either band (LF: r = 0.27,
p < 10-5; HGp r = 0.23, p < 10-5, permutation tests). In the Cock-
tail Party condition, the envelope of the attended talker was
reliably reconstructed, but not that of the ignored talker (at-
tended: LF r = 0.15, p < 10-5; HGp r = 0.09, p < 0.005. ignored:
LF r = 0.05; HGp r = !0.03 both n.s., permutation tests), indi-
cating preferential tracking of the attended envelope at the
expense of the ignored one in both bands (p < 0.0002 for both
bands, bootstrapping test). Importantly, the decoders con-
structed individually for each band (LF or HGp) performed poorly
when applied to data from the other band (empty bars in Fig-
ure 2). This suggests that although both frequencies reliably

Figure 2. Reconstruction of the Speech
Envelope from the Cortical Activity
(A) A segment of the original speech envelope

(black) compared with the reconstruction ach-

ieved using the LF signal from one participant

(gray) and from all participants (red). Reconstruc-

tion examples are shown for the Single Talker

condition (top) as well as for the attended (middle)

and ignored stimuli (bottom) in the Cocktail

Party condition.

(B). Full bars: Grand averaged of the reconstruc-

tion accuracy (i.e., the correlation r-values

between the actual and reconstructed time cour-

ses) across all participants using LF (red) or HGp

(blue). The Single Talker and the Attended Talker in

the Cocktail Party condition could be reliably re-

constructed using either measure, and in both

cases, significantly better than the Ignored

speaker. Empty bars: Envelope reconstruction

accuracy obtained by applying each of the single-

band decoders to data in the other band. As

shown here, decoders constructed using either

band performed poorly when applied to data in the

other band. This implies that the two single-band

decoders have systematically different features.

track the speech envelope, they have
nonredundant tracking properties and
thus represent systematically different
mechanisms for speech tracking, as has
been suggested for these measures in
other contexts (Belitski et al., 2010;
Kayser et al., 2009).
The reconstruction approach in itself is

insufficient for determining precisely in
what way LF and HGp speech tracking

differ from each other. Thus, in order to better characterize the
tracking responses we next modeled the time course of the
speech-tracking response at individual sites, by estimating
a temporal response function (TRF) (Theunissen et al., 2001).
The predictive power of each TRF, reflecting a conservative
measure of fidelity, is assessed by the correlation between the
actual neural response and that predicted by the TRF. Figure 3
illustrates the TRF estimation procedure for the Single Talker
and Cocktail Party conditions.
We performed TRF estimation separately for LF and HGp time

courses. As shown in Figure 4, LF and HGp TRF differed in their
time course, which represents the temporal lag between the
stimulus and the neural response. HGp response was concen-
trated in the first 100 ms, which is consistent with timing of onset
responses in auditory cortex (Lakatos et al., 2005a) and with the
latency of MUA tracking of complex sounds (Elhilali et al., 2004),
supporting the association of HGpwithMUA activity. In contrast,
in the LF response two peaks of opposite polarity are found at
most electrodes, at approximately 50 and 150 ms.
LF and HGp speech tracking also differ in their spatial

distribution. The two left columns of Figure 5 show the sites
with significant TRF predictive power in each condition and
band (‘‘tracking electrodes’’; Single Talker LF: n = 78 [16% of
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• ECoG over auditory and 
non-auditory cortex 
(e.g., motor)

• Neural measures include 
High Gamma envelope 
(just seen) and Low 
Frequency (Delta and 
Theta band) responses
‣ Low Frequency 

responses also used in 
MEG, EEG, and LFP

• Neural measure follows 
perception



insight into the neural mechanisms for encoding continuous
natural stimuli and how attention shapes the internal representa-
tion of these stimuli when they are task relevant.

Amplitude-Modulated versus Selective Speech
Tracking
The spatial differences between ‘‘amplitude-modulated’’ and
‘‘selective’’ sites suggest that as input is transmitted from
sensory regions to higher-order regions the representation
becomes more selective. We recognize that rather than a
dichotomy, these two types of attentional effects might reflect
a continuum of attentional modulation, which becomes increas-
ingly selective for the attended stimulus in higher-order regions.
Nonetheless separating the recording sites according to these
two types of attentional effects was a useful heuristic for charac-
terizing their properties.

The distinction between ‘‘amplitude-modulated’’ and ‘‘selec-
tive’’ effects of attention contributes to the debates regarding
the stage of attentional selection. The amplitude modulation
effects observed in regions closer to auditory cortex are consis-
tent with findings that sensory areasmaintain representations for
both attended and ignored speech (Ding and Simon, 2012b), as
well as with classic findings for modulation of simple sensory
responses by attention (Hillyard et al., 1973; Woldorff et al.,
1993), which have been taken as evidence for ‘‘early selection.’’
However, the current results suggest that this selection is further
refined at higher stages of processing, as additional information
is accumulated, as indicated by the purely ‘‘selective’’ responses
found in higher-order regions.

Themore selective tracking of the attended talker is in line with
the selective entrainment hypothesis (Schroeder and Lakatos,
2009b; Zion Golumbic et al., 2012), which posits that although
at the level of auditory (sensory) cortex there are evoked
responses to all detectable stimuli, selective entrainment of
ambient low-frequency oscillations to the attended speech
stream ensures that local neurons are in a high excitability state
when key events in that stream arrive and thus these events are
transmitted onward and generate neuronal responses, whereas
most events in the ignored stream arrive at nonoptimal excit-
ability phases of the entrained oscillation, and are suppressed.
Consistent with this view, low-frequency oscillations are often

Figure 5. Cortical Distribution of Speech-
Tracking Sites
(A) Sites with significant TRF predictive power in

the Single Talker and Cocktail Party conditions,

estimated separately from the LF and HGp neural

responses (group-wise p < 0.01). The colors of the

dots represent the predictive power at each site.

(B) Proportion of electrodes in each brain region

with significant TRF predictive power in the LF

(top) and HGp (bottom) bands, in the Single Talker

and Cocktail Party conditions (blue and red bars,

respectively). Legends for brain-region abbrevia-

tions are given in Figure S1.

implicated in interareal communication
(von Stein and Sarnthein, 2000) and
specifically in gating the transfer of

spiking activity within and between regions by constraining the
temporal windows during which spikes can influence down-
stream activity (Buzsáki and Chrobak, 1995; Mazzoni et al.,
2010; Schroeder and Lakatos, 2009a). Thus, low-frequency
entrainment may serve as an ‘‘adaptive temporal filter’’ which
would severely attenuate or effectively eliminate sensory evoked
responses to the ignored speech stream in downstream regions,
while enhancing the representation and processing of the
attended stream.
Another important distinction between ‘‘amplitude-modu-

lated’’ and ‘‘selective’’ effects is how they change over the
course of the sentence. Speech tracking of the attended talker
in the ‘‘selective’’ sites improved over the course of the sentence,
indicating that these regions make use of accumulated spectro-
temporal regularities (and perhaps prosodic/semantic cues as
well) to dynamically refine their representation of the attended
stimulus (Ahissar and Ahissar, 2005; Fritz et al., 2007; Ghitza,
2011; Xiang et al., 2010). In contrast, at ‘‘amplitude-modulated’’
sites, the magnitude of the response to the attended stimulus re-
mained constant throughout the epoch (Ding and Simon, 2012b).

Speech Tracking using High Gamma Power versus
Low-Frequency Phase
Our data show that both LF phase and HGp preferentially track
the attended talker, and display both ‘‘amplitude-modulated’’
and ‘‘selective’’ effects. Moreover, we show that encoding in
these frequency bands is not redundant. Indeed, there is
increasing evidence that neural encoding of complex stimuli
relies on the combination of local processing, manifest in
single-unit and multiunit activity, and slow fluctuations of
synaptic current regulating the phase of populations excitability
(Kayser et al., 2009; Mazzoni et al., 2010; Whittingstall and Log-
othetis, 2009). Not surprisingly, it is typically observed that
neuronal firing amplitude, as indexed by MUA or HG power
(Kayser et al., 2007; Nir et al., 2007) is coupled to the phase of
lower frequency activity (Canolty and Knight, 2010; Lakatos
et al., 2005b).
The relatively short latency of HGp speech tracking observed

here (<50 ms), which reflects the lag between the stimulus and
the neural response, is commensurate with latencies of evoked
onset responses and MUA tracking latencies of sounds in
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insight into the neural mechanisms for encoding continuous
natural stimuli and how attention shapes the internal representa-
tion of these stimuli when they are task relevant.

Amplitude-Modulated versus Selective Speech
Tracking
The spatial differences between ‘‘amplitude-modulated’’ and
‘‘selective’’ sites suggest that as input is transmitted from
sensory regions to higher-order regions the representation
becomes more selective. We recognize that rather than a
dichotomy, these two types of attentional effects might reflect
a continuum of attentional modulation, which becomes increas-
ingly selective for the attended stimulus in higher-order regions.
Nonetheless separating the recording sites according to these
two types of attentional effects was a useful heuristic for charac-
terizing their properties.

The distinction between ‘‘amplitude-modulated’’ and ‘‘selec-
tive’’ effects of attention contributes to the debates regarding
the stage of attentional selection. The amplitude modulation
effects observed in regions closer to auditory cortex are consis-
tent with findings that sensory areasmaintain representations for
both attended and ignored speech (Ding and Simon, 2012b), as
well as with classic findings for modulation of simple sensory
responses by attention (Hillyard et al., 1973; Woldorff et al.,
1993), which have been taken as evidence for ‘‘early selection.’’
However, the current results suggest that this selection is further
refined at higher stages of processing, as additional information
is accumulated, as indicated by the purely ‘‘selective’’ responses
found in higher-order regions.

Themore selective tracking of the attended talker is in line with
the selective entrainment hypothesis (Schroeder and Lakatos,
2009b; Zion Golumbic et al., 2012), which posits that although
at the level of auditory (sensory) cortex there are evoked
responses to all detectable stimuli, selective entrainment of
ambient low-frequency oscillations to the attended speech
stream ensures that local neurons are in a high excitability state
when key events in that stream arrive and thus these events are
transmitted onward and generate neuronal responses, whereas
most events in the ignored stream arrive at nonoptimal excit-
ability phases of the entrained oscillation, and are suppressed.
Consistent with this view, low-frequency oscillations are often

Figure 5. Cortical Distribution of Speech-
Tracking Sites
(A) Sites with significant TRF predictive power in

the Single Talker and Cocktail Party conditions,

estimated separately from the LF and HGp neural

responses (group-wise p < 0.01). The colors of the

dots represent the predictive power at each site.
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with significant TRF predictive power in the LF

(top) and HGp (bottom) bands, in the Single Talker

and Cocktail Party conditions (blue and red bars,

respectively). Legends for brain-region abbrevia-

tions are given in Figure S1.

implicated in interareal communication
(von Stein and Sarnthein, 2000) and
specifically in gating the transfer of

spiking activity within and between regions by constraining the
temporal windows during which spikes can influence down-
stream activity (Buzsáki and Chrobak, 1995; Mazzoni et al.,
2010; Schroeder and Lakatos, 2009a). Thus, low-frequency
entrainment may serve as an ‘‘adaptive temporal filter’’ which
would severely attenuate or effectively eliminate sensory evoked
responses to the ignored speech stream in downstream regions,
while enhancing the representation and processing of the
attended stream.
Another important distinction between ‘‘amplitude-modu-

lated’’ and ‘‘selective’’ effects is how they change over the
course of the sentence. Speech tracking of the attended talker
in the ‘‘selective’’ sites improved over the course of the sentence,
indicating that these regions make use of accumulated spectro-
temporal regularities (and perhaps prosodic/semantic cues as
well) to dynamically refine their representation of the attended
stimulus (Ahissar and Ahissar, 2005; Fritz et al., 2007; Ghitza,
2011; Xiang et al., 2010). In contrast, at ‘‘amplitude-modulated’’
sites, the magnitude of the response to the attended stimulus re-
mained constant throughout the epoch (Ding and Simon, 2012b).

Speech Tracking using High Gamma Power versus
Low-Frequency Phase
Our data show that both LF phase and HGp preferentially track
the attended talker, and display both ‘‘amplitude-modulated’’
and ‘‘selective’’ effects. Moreover, we show that encoding in
these frequency bands is not redundant. Indeed, there is
increasing evidence that neural encoding of complex stimuli
relies on the combination of local processing, manifest in
single-unit and multiunit activity, and slow fluctuations of
synaptic current regulating the phase of populations excitability
(Kayser et al., 2009; Mazzoni et al., 2010; Whittingstall and Log-
othetis, 2009). Not surprisingly, it is typically observed that
neuronal firing amplitude, as indexed by MUA or HG power
(Kayser et al., 2007; Nir et al., 2007) is coupled to the phase of
lower frequency activity (Canolty and Knight, 2010; Lakatos
et al., 2005b).
The relatively short latency of HGp speech tracking observed

here (<50 ms), which reflects the lag between the stimulus and
the neural response, is commensurate with latencies of evoked
onset responses and MUA tracking latencies of sounds in
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• Reconstruction success 
from auditory and non-
auditory cortex (e.g., 
motor), for single, 
foreground, and 
background speech

• Low Frequency (c.f. LFP) 
representations more 
widespread than High 
Gamma, especially in 
non-auditory areas
‣ Not due to “return” 

currents



Neuroanatomy of 
Speech in Noise

• ECoG studies show widespread representations 
of speech in a noisy background, across all of, and 
beyond, auditory cortex (but limited in 
anatomical scope)

• fMRI & PET show even greater diversity of (non-
phase-locked) activity from processing of speech 
in a noisy background
‣ Bilateral activation of auditory cortex

‣ Throughout prefrontal and parietal cortex
Scott & McGettigan (2013)
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Bottom-up attention is a sensory-driven selection mechanism that directs perception
toward a subset of the stimulus that is considered salient, or attention-grabbing. Most
studies of bottom-up auditory attention have adapted frameworks similar to visual
attention models whereby local or global “contrast” is a central concept in defining
salient elements in a scene. In the current study, we take a more fundamental
approach to modeling auditory attention; providing the first examination of the space of
auditory saliency spanning pitch, intensity and timbre; and shedding light on complex
interactions among these features. Informed by psychoacoustic results, we develop a
computational model of auditory saliency implementing a novel attentional framework,
guided by processes hypothesized to take place in the auditory pathway. In particular,
the model tests the hypothesis that perception tracks the evolution of sound events
in a multidimensional feature space, and flags any deviation from background statistics
as salient. Predictions from the model corroborate the relationship between bottom-up
auditory attention and statistical inference, and argues for a potential role of predictive
coding as mechanism for saliency detection in acoustic scenes.

Keywords: audition, attention, saliency, bottom-up, psychoacoustics

1. INTRODUCTION
Sounds in everyday life seldom appear in isolation. We are con-
stantly flooded with a cacophony of sounds that impinge on our
ears at every instant. Our auditory system is tasked with sorting
through this sensory flow, to attend to and identify sound objects
of interest; all while ignoring irrelevant distracters and ambient
backgrounds—a phenomenon referred to as the “cocktail party
effect” (Cherry, 1953). A key process in parsing acoustic scenes
is the role of attention, which mediates perception and behav-
ior by focusing both sensory and cognitive resources on pertinent
information in the stimulus space. At a cocktail party, we can tune
out surrounding sounds to listen to one specific conversation, but
the shattering sound of a waiter dropping a tray of glasses will
nonetheless cause us to pause to attend to the unexpected event.

Attention is not a monolithic process (Driver, 2001). It can be
modulated by “bottom-up” sensory-driven factors, “top-down”
task-specific goals, expectations, and learned schemas; as well as
“lateral-based” behavioral history and reward (Awh et al., 2012).
It refers to a process or group of processes that act as selec-
tion mechanisms and allow the sensory and perceptual systems
to form a processing bottleneck or focus cognitive resources on
a subset of incoming stimuli deemed interesting. In the case of
purely “bottom-up” attention, the selection process is driven by
sensory cues that orient our attention to interesting events in
the environment. It is guided by inherent properties of an event
that cause it to stand out with respect to surrounding sounds,
regardless of the listener’s goal or task at hand.

Some stimuli are inherently conspicuous and pop out amidst
certain backgrounds. The study of bottom-up attentional effects
is ultimately an investigation of physical attributes of sensory
space and integrative mechanisms that allow regions of this
space to become salient. In vision, bottom-up attention has been

likened to a contrast match concept (Itti and Koch, 2001). Visual
elements that differ along modalities of color, intensity, orienta-
tion, size and depth (among others) are shown to affect visual
search (Wolfe and Horowitz, 2004), and bias eye fixations in nat-
ural scenes (Masciocchi et al., 2009). The synergy between the
physical structure of a visual scene and saliency-based selective
visual attention is a complex one (Wolfe et al., 2011); but has
nonetheless been translated into successful mathematical imple-
mentations (Borji et al., 2013a) based on contrast analysis of
spatial scales (Itti et al., 1998), local geometry (Seo and Milanfar,
2009), or spectral contrast (Hou and Zhang, 2007; Li et al.,
2012) using a variety of measures including information entropy
(Bruce and Tsotsos, 2009) and natural statistics (Zhang et al.,
2008). Similar approaches have been explored in the auditory
modality with limited success. Adaptations of the visual saliency
map have been introduced by considering the time-frequency
spectrogram of an audio signal as an “auditory image” upon
which saliency mechanisms can operate (Kayser et al., 2005). This
architecture has also been extended to extract attributes better
suited for the auditory domain such as a pitch (Duangudom and
Anderson, 2007; Kalinli and Narayanan, 2007). However, these
models remain constrained by the limitations imposed by the
visual domain in computing within-feature and across-feature
competition for attention; limitations that do not exist in the
auditory domain (Ihlefeld and Shinn-Cunningham, 2008). The
nature of sound as a time-evolving entity cannot be captured
by spatial processing. There have been attempts to remedy this
problem by changes to the procedure of computing saliency after
feature extraction, but the methodologies used are still adapta-
tions from vision mechanisms (Kaya and Elhilali, 2012; Cottrell
and Tsuchida, 2012). In this work, we discard the traditional
framework of computing a spatial saliency map, and employ
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“Predictions from the model corroborate the relationship between 
bottom-up auditory attention and statistical inference, and 
argues for a potential role of predictive coding as mechanism for 
saliency detection in acoustic scenes.”



Evidence for Models of 
Segregation

• Temporal Coherence

• See Shamma seminar

Elhilali et al. Nat Neurosci (2009)      O’Sullivan et al. (2015)
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How humans solve the cocktail party problem remains unknown.
However, progress has been made recently thanks to the realization
that cortical activity tracks the amplitude envelope of speech. This
has led to the development of regression methods for studying the
neurophysiology of continuous speech. One such method, known as
stimulus-reconstruction, has been successfully utilized with cortical
surface recordings and magnetoencephalography (MEG). However,
the former is invasive and gives a relatively restricted view of pro-
cessing along the auditory hierarchy, whereas the latter is expensive
and rare. Thus it would be extremely useful for research in many
populations if stimulus-reconstruction was effective using electroen-
cephalography (EEG), a widely available and inexpensive technology.
Here we show that single-trial (≈60 s) unaveraged EEG data can be
decoded to determine attentional selection in a naturalistic multi-
speaker environment. Furthermore, we show a significant correlation
between our EEG-based measure of attention and performance on a
high-level attention task. In addition, by attempting to decode atten-
tion at individual latencies, we identify neural processing at ∼200
ms as being critical for solving the cocktail party problem. These
findings open up new avenues for studying the ongoing dynamics of
cognition using EEG and for developing effective and natural brain–
computer interfaces.

Keywords: attention, BCI, cocktail party, EEG, speech, stimulus-
reconstruction

Introduction
Since its first behavioral description (Cherry 1953), researchers
have sought to identify the neural underpinnings of the cock-
tail party problem; that is, our ability to easily attend to one
speaker in a multispeaker environment. Recent research in this
area has focused on changes in cortical activity that track the
dynamic changes in the speech stimulus (Kerlin et al. 2010;
Ding and Simon 2012a; Koskinen et al. 2012; Mesgarani and
Chang 2012; Power et al. 2012; Zion Golumbic et al. 2013). For
example, by assuming a forward mapping from the amplitude
envelope of speech to EEG, it has been shown to be possible
to derive separate linear impulse response measures to each of
2 concurrent speech streams, and that directing attention to
one of these streams produces modulations of these impulse
responses over the left hemisphere at a latency of ∼200 ms
(Power et al. 2012). While these effects suggest that selective
attention operates at the level of semantic processing, they are
only discernible after averaging over many trials and subjects,

a lack of sensitivity that is not atypical of EEG-based cognitive
neuroscience studies.

Several recent studies have used recorded cortical popu-
lation data to estimate the input stimulus using a mapping ap-
proach in the reverse direction (i.e., from the neural data back
to the stimulus) (Rieke et al. 1995; Stanley et al. 1999; Mesgara-
ni et al. 2009; Pasley et al. 2012; Zion Golumbic et al. 2013).
This stimulus-reconstruction approach has been shown to be
exquisitely sensitive to selective attention in a multispeaker
environment (Ding and Simon 2012a, 2012b; Zion Golumbic
et al. 2013). For example, one such study showed that recon-
structed speech spectrograms from cortical surface responses
to a mixture of speakers were dominated by the salient spectral
and temporal features of the attended speaker, and were only
weakly correlated with the unattended speaker (Mesgarani
and Chang 2012). While this is an important insight into how
the cortical representation of speech gives rise to a perception rel-
evant for the listener’s intended goal, invasive recording is only
possible with human listeners undergoing clinical treatments, and
as such is not suitable for many populations in which we would
like to study selective attention to speech. Furthermore, the rela-
tively local nature of surface recordings may not be optimal for as-
sessing how attentional selection to speech operates along the
entire auditory processing hierarchy (Power et al. 2012).

Using magnetoencephalography (MEG), which is a more
global measure of cortical activity, Ding and Simon (2012a)
showed that responses to a single-trial speech mixture could be
decoded to give an estimate of the envelope of the input speech
stream, and that this estimate typically had a greater correlation
with the attended speech than the unattended. While this is a
powerful and important result, the cost, lack of portability, and
relative rarity of MEG recording facilities make population-
specific research somewhat difficult. Thus, it would be extre-
mely useful if such a decoding approach could be used with
EEG data. This technology is cheaper, more widely accessible,
easier to use in many specific cohorts, and can be integrated
into everyday devices, making it a realistic option for brain–
computer interface (BCI) applications. In addition, EEG is sensi-
tive to both tangential and radial components of cortical current
sources, while MEG is sensitive only to tangential components.
This suggests that EEG may be sensitive to important aspects
of electromagnetic brain activity that may not be well captured
by MEG. For example, EEG exhibits many attention-related
components that are not clearly detected with MEG (Näätänen
1992; Kahkonen et al. 2001).
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“Despite the fact that we used unaveraged EEG, and did not correct for 
muscle or blink artifacts, we were able to classify attention accurately 
on a single-trial basis. … [with] decoding accuracy of 82%–89%.”
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TRF Dynamics
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Simple Speech Mixtures 
Summary

• Speech separation works too (not just tones)

‣ strict frequency segregation not necessary

• Neural responses can dissociate from physical 
acoustics, tracking perception instead

• Strong preference for foreground speech at  
~100 ms (in Planum Temporale), so plausibly a 
neural substrate of perception

• Processing hierarchy: no attentional preference at 
~50 ms (in Heschl’s Gyrus)



Outline
• What is the Cocktail Party Problem?

• What is Human Auditory Neuroscience?

• Cocktail Parties, Simplified:

‣ Tones—with and without directed Attention

‣ Speech

• Recent Results: Perceptual & Neural Filling-In



Perceptual Filling-In / 
Restoration

• Perceptual Phenomenon

• Acoustically absent but plausibly masked 
stimulus can nonetheless be heard

• Strong percept for constant frequency tones

• Also occurs at phonemic level
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❖ Address neural representation of perceptually-restored dynamic pattern

❖ The standard is a rhythmic sound that entrains oscillatory responses. Gaps are 
then introduced

❖ Sensory coding meant alternative neural representations given alternative stimuli

❖ Here, neural representations are defined by periodicity, so then spectral analysis is 
viable 
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Stimuli
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But perception does 
not always follow 
from acoustics
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neural representations also match 
periodicity at restored cases

❖ A perceptual code is implied for these 
representations
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Summary
• Auditory (neural) representations of acoustic 

stimuli and of perceived stimuli are related but 
separable

‣ There seem to exist neural representations of 
perceptual objects, especially auditory 
foreground (e.g., in Planum Temporale, ~100 ms)

• Robust Dynamical Foreground Monitoring

• The concept of “attentional modulation” of 
neuronal responses is misleading and likely counter-
productive
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