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Magnetoencephalography

Non-invasive, Passive, Silent
Neural Recordings

Simultaneous Whole-Head
Recording (~200 sensors)

Sensitivity
e high: ~100 fT (1073 Tesla)
e low: ~10*—-10° neurons

Temporal Resolution: ~I ms

Spatial Resolution
® coarse: ~| cm
* ambiguous



Neural processing of
speech and complex
auditory scenes

Magnetoencephalography

Neural Un-Mixing of
Speech
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But back in the day...
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define the new canonical variables
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such that the Hamiltonian is in the form of the difference
of two harmonic oscillators:
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APPENDIX B

The rules for reading off the expectation values from
the Hamiltonian are simple:

(q'™)=i#i8 X coefficient of (p i) ,
‘ B1)
{(g'™)?) =i#i5 X coefficient ufﬂpqm)z) , ete.,

but they only apply when the Hamiltonian and/or
Schrodinger formulation is equivalent to the Feynman
path-integral formulation of quantum mechanics (for
‘more details on when this is true, see, e.g, Popov™).

To calculate meaningful quantities, take the expecta-

J

x(0={(%,—%,)sin[ (T —0)]+ (e 2tx; —

@1 —€0))x?~sicw’xx — (1 o)
(1+€?)

H=p% +o'q} —(pL +e %) . (A2)
The energy spectrum is then given by
E=(n+Ho—(m+1e”" for n,m=0,1,2,....
(A3)
The wave function can then be put in the form
Yo (M) =X G4 X -109) 5 (A4)

where X, is the standard simple harmonic-oscillator
wave function with energy level n’ and frequency o, and
g are defined above. ¢,,(x,%) is given by the Fourier
transform: e.g.,

(AS5)

-

tion value of classical expressions (since path integrals are
semiclassical approximations at the smallest scale). For
example, when calculating the expectation value of veloc-
ity, take the transition expectation value of

vy ~%+0(Ax/8) . B2)

For the example, in Eq. (20), v is given exactly by the

derivative of (C1).

APPENDIX C

‘The general solution for the system described by (20) is

Tlxp—e *Tx; — %+ % )sin(e”'T)

+0 =% )sin(e”'t) =€ (T%;+x,—x,)cos[e (T —1)]

+e (T, +x,—x/)cos(e™"1) +€(—tx, — bk + T%, —x; —x)cos(e™'T)

e Ntk 1%+ Ty +x,+x,)) el —2cos(e 1) = T'sin(e ') +2] 7 ©n

for a particle beginning its motion at x, at time =0 and
ending at x, at time 1 =T. From this we can compute
the classical action

S=_E [ A(x}+x})—2B%%,
—267C G 3 )x; —xp)
+eD (x;—x, 0], (€2)
where
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The four Lonlnbulmg cuts from the first individual dxagmm of (72) are very similar to the four contributing cuts of (65):

T % 0%

The four conlnbuung cuts from the second mdmdual diagram of (72) are given by
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‘The four contributing cuts from the third individual diagram of (72) can be obtained by exchanging i’ and j” in the dia-
gram of (74). When summed over the intermediate states allowed on the final surfaces, the sum of the resulting 12 dia-

grams gives
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cosmological
horizon

«— singularity

FIG. 2. The Penrose diagram for a solution with a single
nondegenerate cosmological horizon and a curved de Sitter
background. This diagram is like that of the Schwarzschild-de
Sitter solution with negative mass in four dimensions.

r>0and D>5. Atr=0,¢=—o and its slope is zero (or
negative for D=6). As r begins to increase, g decreases
to a minimum at

As r increases beyond ry,, g increases monotonically.
Depending on the value of o, there are several regimes to
the solutions cach with different topologies.

lf  is_positive, the horizon must occur at
r,, '>20 | R | in order to surround the smgularuy This
in  turn_ requires that w<|X|®~322.  For
O<w< | A[P~972/2, there is a single cosmological hor-
izon enclosing the timelike singularity. The global topol-
ogy is like that of a Schwarzschild—de Sitter space with
negative mass as illustrated in Fig. 2. We identify the
singularity as being naked because the space does not
have a global Cauchy surface.'® For 0=0, the soluuon is
no longer a black hole but slm)ly de Sitter space,” with
cosmological horizon at r?= | 1| /2. The temperature of
this horizon is still given by Eq. (9) except that the sign
‘must be reversed:

T,=Qa | X)),

T

3 ' 3

3 ' 3

t

T
cosmologicl horizon 7

FIG. 3. The Penrose diagram for a black-hole solution in a
de Sitter background with two nondegenerate horizons: an
event horizon separating the regions labeled 1 and 2, and a
cosmological horizon between the coordinate patches labeled 2
and 3. This diagram is like that of the Schwarzschild—de Sitter
space in four dimensions with 0<M <V'A/3 (for example, see
Ref. 20). This infinite chain of patches may be reduced to a
finite loop by identifying two of the regions labeled 2.
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Fig. 1. Embedding diagram for the static solution (regions I, TII). For £ >7,, the embedding
space is euclidian ds? = dx’ +dy? +dw?. For r<r,, the embedding space is Minkowskian,

=de?+dy? —dw. We have put these pieces together to form a single diagram. The
maximum radivs is r=r,.

where r? = x>+ y?; see Fig. 1. We may combine the two diagrams as shown
in Fig. 1.
As will be shown in Section 3, this picture is incomplete.

3. KRUSKAL EXTENSION

Let us examine the behavior of the electrostatic metric in more detail.
The metric is

e Ly n (%) e+ 25 1n (2 )]"drmuas ©2)

as r—0 gu— —© g,~0+
as ror—  g,o0— g, -

as ror.+ g4~ 0+ 8™ —©
as r— o &u—r© 8, 0—

The behavior of the metric near r=r,, gopo— 0, and g,, - w0 is very
similar to the behavior at the Schwarzschild radius of a black hole.

As r becomes greater than r,, r changes from timelike to spacelike, and
r changes from spacelike to timelike. Qualitatively, it is the same as what
happens at r=2GM in the Schwarzschild metric, except the change occurs
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singularity

degenerate
horizon

FIG. 4. The Penrose diagram for a solution with a single de-
generate cosmological horizon and a curved de Sitter back-
ground. This diagram ke that of the Schwarzschild-de Sit-
ter solution with M =V/A/3 in four dimensions. The point la-
beled B on the horizon is an infinite proper distance from any
point a finite coordinate distance away in the adjacent exterior
region. Note that there is a spacelike infinity for timelike and
null lines in either the past (as illustrated) or the future.

Let w, correspond to the value of @ for which

9P One finds that
(-2

2 |p-s |%

=" D-5|D-3 2

For o, < <0, there are two horizons and the global to-
pology is like that of the Schwarzschild—de Sitter space
as illustrated by Fig. 3 (Ref. 20). Equation (9) gives the
temperature of the horizons except that the sign must be
reversed for the outer or cosmological horizon. For
w=aw, there is a single degenerate horizon with zero tem-
perature. This space (see Fig. 4) should be regarded as
singular, since the spacelike singularity spans either the
future or past boundary of the manifold. Finally for

<, there are no horizons and there is a naked time-
like singularity at r=0.

For the special case of D=S5, one sees from Eq. (5) that
g(0)=—w— |X| /2 and ¢ increases monotonically for
increasing positive . If o is positive, a sm§1e horizon will
occur outside of the singularity at r*=20|%| for
O<w< |A]/2. These solutions contain naked singulari-
ties having the global topology illustrated in Fig. 2. Set-
ting =0, yields de Sitter space as described above. A
single horizon will also occur for — | i\ /2<w <0, and
these spaces_have the topology shown in Fig. 2 again.
For o< — | & | /2, there are no horizons and the spaces
contain naked singularities once again.

IIL. THE GENERAL CASE

Recall the general Lovelock Lagrangian given in Eq.
(2). In the following we will consider an action which in-
cludes up to £, and so the dimension of space-time is
D >2k +1. We will assume that ¢, >0, so that Einstein
gravity is recovered as a low-energy limit. Wheeler® con-
sidered the general Lagrangian (2) and found solutions
which take the form

ds?=—fldi? 4 f~dri4rd 0}, , (15)
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ously to zero, D (x,y) goes continuously to its value for
the globally hyperbolic spacetime M, with @ =0. On
My, Di(x,y) and D (y,x) are equal only if x and y are
spacelike separated. Consequently, for at least a finite
range of , we have

D(x,p)#D(y,x) 16)
for x to the past or to the future of y in Mo.
Define an error E (x,y) measuring the departure of the
propagator from the causal form (10), in the manner
iAp(x,p)=0(x"=p°)D (x,y)
+0(y°—x"D(x,y)+E(x,p) . an
First we want to show that E (x,y) does not everywhere
vanish. As above, let p, and p, be the corresponding
points on the left and right cylinders and let y be a point
to the past of p, and to the future of p, with respect to
the causal structure on the spacetime outside the
cylinders (Fig. 3). We have
iBp(pyy)=D(p, ) +E(py,p)
=D(p,,y)+E(pyy), 18)
by the boundary condition (15a) satisfied by D. But the
propagator satisfies the same boundary conditions:

= =

] J

FIG. 3. A future-directed timelike curve joins the point y to
the copy p, of the point p, and a past-directed timelike curve
joins y to the copy p, of the same point. Because one cannot
define a time ordering of points in a region of CTC's, the Feyn-
man propagator does not have the causal form it takes in a glo-
bally hyperbolic spacetime.

Ap(p ) =8Fp2y) 19)
From Egs. (13) and (17) we have
D(y,p)+E(py,3)=D(pyy)+E(py,y) . o)

Thus, from Eq. (16), it follows that E cannot everywhere
vanis

We can also show that E is everywhere purely imagi-
nary. With Ay of the form (17), because both the Wight-
man function and the imaginary part of the propagator
satisfy the Klein-Gordon equation in both arguments,
then so must the real part of the error function E. Since
the initial data for the Klein-Gordon operator acting on
E must vanish on 7~ (the identified cylinders are timelike
and do not affect the initial null data), we must also have

E+E=0, @
for the entire spacetime.

Finally, we show that Eq. (11) is not everywhere
satisfied. To lowest order in a, Eqs. (11) and (17) imply

—[D(x,p)+Ex,»)P—[Dx ) TE(x,»]

+D(x,p)?+D(x,y? 22
=—2DE+DE), 23)

for x to the future of y. Then, from Egs. (21) and (23), we

FIG. 4. A tadpole diagram contributes to the classical
scattering of a one-particle state, when its loop is a

Christmas books
Art, sex and science
Into the distant infrared

Time travel realities?

1348 LEONARD PARKER AND JONATHAN Z. SIMON 47

Classical Maximal Hesitation Universes

FIG. 3. Solutions to the classical maximal

infinite time near the Einstein static universe,
but pulls away and ends in an infinite
inflationary epoch.
the Einstein static universe. The lower plot,
also a maximal hesitation solution, begins at a
singularity and asymptotically approaches the
Einstein static universe at late times.

where =1, +7it} +O(#°) and 1 is chosen analogously
to 1, above. Equation (3.36) is plotted in Fig. 4 for two
values of @, and a;. At late times, the corrections are
very small compared to the classical solution. At inter-
mediate times, the corrections are small but non-
negligible, and at early times the corrections are so large
as to be untrustworthy (fia, /ag % 1).

Because the semiclassical solutions of Egs. (3.35) and
(3.36) are valid in different regimes, it is important to ask
if there is any overlap of the regimes where both solutions
are valid. Furthermore, if there is such a regime, perhaps
the solutions can be smoothly joined, corresponding to a
universe beginning at large curvature near a singularity,
flattening off at nearly constant scale factor for an extend-
ed period of um. and then proceeding to inflate in a de
Sitte se. This would correspond to a classical

“hesitation” universe in which the matter density (or
cosmological constant) is slightly greater than necessary
for the Einstein static universe.

Semiclassical Hesitation Universe

For 6a,—a;>0 [the parameter range for which the
solution of Eq. (3.35) is expanding at late times] there is
an overlap region in which we can match the solution of
Eq. (3.35) to the solution of Eq. (3.36), as shown in Fig. 4
by using the freedom to set the base times (7 and ') of
each solution individually. The matching can always be
done smoothly, since the curves of a cross for all values
of 7—7, and we can adjust 7—7' such that d is continu-
ous (sufficient for matching solutions of a first-order
equation).

Furthermore, & is discontinuous only by terms O(#).
The matching can be done in regions where ia, /a., << 1
for both solutions for a wide variety of parameters (such
that 6a,—a;>0). We may naturally interpret this join-
ing of matched solutions as a unique solution to the semi-
classical equation that is everywhere perturbatively valid
(except the region near the initial singularity). The time
of hesitation £, =’ —7 determined by the matching con-
ditions, is logarithmically related to the coefficients of the

FIG. 4. Solutions of quantum corrections to
the maximal hesitation equations. Two classi-
cal solutions and their semiclassical coun:
terparts are shown for afil;?=—aL;’
=0.0001. Both the classical and semiclassical
initial singularity solutions begin at small scale
factor, but the classical solution asymptotically

approaches the static Einstein solution while
the semiclassical solution diverges exponential-
Iy from the classical solution (departing from
the perturbative regime). The classical and
semiclassical late-time de Sitter solutions both
agree at late times, but at early times the clas-
sical solution asymptotically nears the static
Einstein solution, and the semiclassical solu-
tion diverges exponentially from the classical
solution (departing from the perturbative re-
gime). The two semiclassical solutions may be
smoothly matched, as seen in the inset, result-

¢ ingina hesitation solution that is
always perturbatively valid.
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The Brain

Magnetoencephalography (MEG)

Applications & Tangents
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The Brain
= Connected Neurons

® Neural signals T ook |
= spikes in voltage | ,JL
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® Asynchronous in time

® Neural Input = current

Photo by Fritz Goro



The Brain
= Connected Neurons
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Origin of MEG Neural Signal

Dendritic current
— not axonal currents
Inputs, not outputs

Primary current

— not return currents
neural currents, not
side-effects

Photo by Fritz Goro



Functional Brain Imaging

Functional Brain
Imaging

= Non-invasive
recording from
human brain

Hemodynamic
techniques

fMRI & MEG can
capture effects in single
subjects

Electromagnetic
techniques
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Functional Brain Imaging
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Intensity of magnetic signal (T)
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SQUIDs

Superconductivity
> Magnetic flux v
quantization

-> Josephson Effect / B \
h

— O=p—=nd
- SQUID | e 0
Superconducting h
®,=—=2.07x10"" Wb
Quantum Interference 2¢O

Device



MEG Usage
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MEG SQUIDs

SQUID
Magnetometer

O

SQUID
Gradiometers

Noise reduction from
Differential measurement

L

Planar Gradiometer

!
P
5cm

Y| baseline

C D

Axial Gradiometer



Neural Signals & MEG

ontati Magnetic
. orientation .
recording “ of magnetic D/polar
surface I field Field
N Projection
é’j b I \\//3/
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current / _7
flow l

| |

| |
| |
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Photo by Fritz Goro

*Direct electrophysiological measurement  *Measures spatially synchronized
*not hemodynamic cortical activity
real-time *Fine temporal resolution (~ 1 ms)

*No unique solution for distributed source ~ *Moderate spatial resolution (~ 1 cm)



Cortex & The Brain




Neural Signals & MEG
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*Direct electrophysiological measurement  *Measures spatially synchronized
*not hemodynamic cortical activity
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*No unique solution for distributed source ~ *Moderate spatial resolution (~ 1 cm)



MEG Auditory Field

3-D Isofield Contour Map

Sagittal View Axial View

Chait, et al., Cerebral Cortex (2006)



MEG Auditory Field

Flattened Isofield Contour Map

iy O
5 \\\%
| NS

Instantaneous
Magnetic o o\ Y
F|e|d Sink ource © - . G

40 fT/step =98 ms



Neural Currents =
Magnetic Fields

V-E = Pg
V:-B = 0
VxB—E = J,
ot
VxE+§ = 0

ot
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Neural Currents
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Neural Source Localization

® No Unique Solution from Magnetic Field
Configuration to Neural Current Distribution
(“Inverse Problem”)

® Several Widely Used Methods

® Equivalent-Current Dipoles
® Minimum Norm Estimation & variants
® Beamforming & variants

® Others



Neural Source Issues

® Equivalent-Current Dipoles
® How many dipoles to use?

® Non-intuitive side effects



Equivalent-Current Dipole

-1 0

® “Center of Current” Dipole

® c.f.“Center of Mass” TI
4

Lukenhoner & Mosher (2007)



Equivalent-Current Dipole

® “Center of Current” Dipole

® c.f.“Center of Mass”

® BUT
for Center of Mass, m; > 0

® NOT so
for Center of Current, ;= 0

Lukenhoner & Mosher (2007)



Neural Source Issues

® Equivalent-Current Dipoles
® How many dipoles to use?

® Non-intuitive side effects (nonetheless still valid)



Neural Source Issues

® Equivalent-Current Dipoles
® How many dipoles to use?
® Non-intuitive side effects (nonetheless still valid)

® Minimum Norm vs. Beamforming

® Advocates for each can produce datasets that
show misleading results from the other method

® Recommended Reading
® | utkenhoner & Mosher (2007)



Neural Source Solutions?

® All major methods are workable in practice
® Can give physiologically plausible result
® Can give “correct/true” result

® Any might also get you into trouble

® Fach has weaknesses & blind spots



Comparison with EEG

o

High temporal resolution LT PN

Inexpensive, Room temperature
Slow, careful set-up

Electric fields strongly distorted

® Brain = inhomogeneous, anisotropic, dielectric

® Poor spatial neural reconstruction unless very
carefully modeling of currents and entire head

® |nverse problem: worse! better?

Many more neural sources

Complementary with MEG



MEG Auditory Field

Flattened Isofield Contour Map
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Time Course of MEG Responses

Pure Tone

Auditory Evoked Responses

150

e MEG Response Patterns Time-Locked to
Stimulus Events

o

Magnetic Field (fT)

e Robust e

o Strongly Lateralized N :
I 26 . 150,

Magnetic Field (fT)
o

000 200 300 ms

time (ms)

o Auditory Induced Responses Broadband Noise

e MEG Response Patterns not Time-Locked to Stimulus Events

e Can be larger than Evoked Responses but cannot be averaged directly



Phase-Locking in MEG to
Acoustic Modulations

AM at 3 Hz 3 Hz phase-locked response
AAAAAAAAAA > MWW

response spectrum (subject R0747)

3 Hz
MEG activity is precisely > .
phase-locked to temporal ’

modulations of sound M I ”M

0 10

Frequency (Hz)
Ding & Simon, ] Neurophysiol (2009)
Wang et al., | Neurophysiol (2012



MEG Fourier Phase Analysis

Frequency Response to 32 Hz

Amplitude Modulation Phasor Isoﬁeld Contour Map

4 )
%)
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Example: Auditory Streaming
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Complex Neural Current Sources
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Intensity of magnetic signal (T)
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Hardware Noise Reduction:
External Noise
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Software Noise Reduction:
External Noise
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Software Noise Reduction:
Neural Noise
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Software Noise Reduction:
Neural Noise
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Phase-Locking in MEG to
Slow Acoustic Modulations
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MEG Responses
Predicted by STRF Model

Linear Kernel = STRF
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Ding & Simon, | Neurophysiol (2012) Spectro- Temporal Response Function



Neural Reconstruction of
Speech Envelope
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Neural Reconstruction of
Speech Envelope

stimulus speech envelope
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Speech Envelope MEG Responses
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Listening to Speech at
the Cocktail Party
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Listening to Speech at
the Cocktail Party
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Listening to Speech at
the Cocktail Party
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Listening to Speech at
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Experiments

P

Ding & Simon, PNAS (2012)



Selective Neural
Encoding
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Unselective vs. Selective
Neural Encoding
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Stream-Specific
Representation

grand average

over subjects

reconstructed

: f MEG
attending to o from

speaker 1 L {

attended speech
A envelopes

attending to ‘q‘\,\" TN
speaker 2

|. ,' « reconstructed
v from MEG

|dentical Stimuli!

Ding & Simon, PNAS (2012)



Stream-Specific
Representation

representative grand average

subject over subjects
reconstructed
: / from MEG
attending to
speaker 1
P \ attended speech
‘!‘\' ‘ A / envelopes
' ) ) 1 \ 7.1V \
attending to ', P\ I,«JLA\ M T (R i\‘"‘
speaker2  \ly A\ YR YL,
",' v | V \ + reconstructed
J '\,' from MEG

|dentical Stimuli!

Ding & Simon, PNAS (2012)



Single Trial Speech
Reconstruction
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Experiments

Ding & Simon, ] Neurosci (201 3)



Speech in Noise: Stimuli

Mixtures of Speech and Spectrally Matched Statonary Noise
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Speech in Noise: Stimuli

Mixtures of Speech and Spectrally Matched Statonary Noise
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Speech in Noise: Stimuli
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Speech in Noise: Results

Neural Reconstruction of
Underlying Speech Envelope

 +6 dB

Ding & Simon, ] Neurosci (201 3)



Speech in Noise: Results
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Speech in Noise: Results
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Speech in Noise: Results
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Speech in Noise: Results

Neural Reconstruction of
Underlying Speech Envelope
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Summary

® Magnetoencephalography = powerful tool

® Useful for Neuroimaging but Especially Useful in
the Time (and Frequency) Domain

® |n auditory cortex, separates Acoustic neural
processing from Auditory neural processing
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